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France

2INRIA
2004 Route des Lucioles, BP93

06902 Sophia-Antipolis
France

ABSTRACT

The direct E/MEG problem consists of simulating the elec-
tromagnetic field produced by neuronal electric sources on
the cortex. We compare two different methods for the res-
olution of this problem, mainly from the point of view of
computational complexity and accuracy. First, the finite
element method (FEM), based on the discretization of the
PDE in the entire head volume. Second, the boundary el-
ement method (BEM), discretizing the equivalent integral
equations on the surfaces separating volumes with different
electrical parameters. We also study the behaviour of the
BEM and FEM methods for the sources approaching the
discontinuity in conductivity, as it makes the accuracy of
the solution decrease.

We conclude that at the current state of investigation,
for equivalent triangulation/tetraheaderisation, the FEM is
significantly faster than BEM and provides similar or better
accuracy. It should therefore be used whenever the volumic
tetraheadric mesh is available.

1. INTRODUCTION

Electro- and magneto-encephalography (E/MEG) [1] is
a non-invasive diagnostic and observational technique po-
tentially capable of studying brain activity at much shorter
time scales than other alternatives (fMRI, SPECT, or PET).
Neuronal activity inside the cortex is related to movements
of charged ions. These so calledprimary currents(sources)
in turn provoke weak electric and magnetic field outside the
subject’s head, which can be measured by electrodes for
electric field and superconductive quantum magnetic sen-
sors (SQUIDs) for the magnetic field. The relation between
the primary currents and the measurements can be derived
from Maxwell and material equations [?]. This is essential
for the inverse problem(determining the sources from the
measurement) to improve the localization accuracy of the
E/MEG, which is for the moment significantly worse than
that of the above mentioned alternative methods. How-
ever, a plausible model of the geometrical and electrical

properties of the head needs to be sufficiently refined. This
leads to large to very large data-sets. We estimated in [?]
that for accurate modelisation of the cortex approximately
105 ∼ 106 surface elements would be needed, which
corresponds to probably107 ∼ 108 volume elements.
Consequently, the choice of the mathematical formulation
of the physical problem and its associate numerical method
is very important and can have a major impact on the
feasibility, accuracy, and speed of the approach.

We want to allow an arbitrary distribution of primary
current sources, thus putting aside methods such us those
trying to identify for example a small (fixed) number of cur-
rent dipoles. This leaves us several large classes of meth-
ods, the two most important ones being differential, volume
based finite element methods (FEM) and integral, surfase
based boundary element methods (BEM).1 However, the lit-
erature gives no indication about which of the two should
be used for the problem of electromagnetic modeling of the
brain. As far as we know, general comparison is not avail-
able. Same authors claim that BEM is more advantageous
than FEM only for problems of infinite extents or unknown
or moving boundaries [?], while others observe that it de-
livers significantly better precision for equivalent grids [?].
The aim of this article is therefore to provide a meaningful
comparison of one specific implementation of the FEM and
the BEM for the application at hand.

In this article, we concentrate on thedirect problem: to
determine the external field given the primary sources. The
results are much easier to interpret and the relation to the
behavior for the inverse problem should be straightforward.
We also focus on synthetic examples where the analytical
solution (the ground truth) is available and can be used to
evaluate the accuracy of a method.

Connect the MEG to EEG. Say that we concentrate on
the EEG. EEG and MEG come from Maxwell equations.
The equations are obtained using a quasi-static approxima-
tion. Biot-Savart ?

1The third group consisting of much less used finite difference methods
will not be dealt with here.



2. FINITE ELEMENT METHOD

In this section, the head domain and its boundary are de-
noted by the namesΩ andS, respectively. In practice, part
of S will contain the scalp. (figure ?) The direct EEG prob-
lem corresponds to compute the electric potentialV (r) over
Ω, given a known source distributionJp. This potential sat-
isfies the following state equation and boundary condition:





∇ · (σ∇V ) = ∇ · Jp in Ω

∂V

∂n
= ∇V · n = g on S = ∂Ω.

(1)

This PDE (Partial Differential Equation) is re-
formulated so as its solution is obtained by minimizing the
energy function:

E(V ) =
1
2

∫

Ω

σ(r)|∇V (r)|2dr−
∫

Ω

∇ · Jp(r)V (r)dr ,

(2)
over all the functionsV satisfying the boundary condi-
tion. This continuous integral problem is solved using the
GalerkinP 1 method which approximates the solutionV by
a piece-wise affine function over a tetrahedral mesh. Thus,
denoting byri, i = 1..N the mesh vertices,V can be writ-
ten asV (r) =

∑N
i=1 Viφi(r), whereφi(rj) = δij is a setΦ

of base functions for the piece-wise linear function over the
mesh.. The potential is thus given by its values at each ver-
tex ri of the mesh, which we collect into a vectorV. Then,
the solution for Eq. 2 can be approximated by solving the
linear system:AV = B , where the elementsAij andBi of
theN × N matrixA and the vectorB of sizeN are given
by:

Aij =
∫

Ω

σ(r)∇φi(r) · ∇φj(r)dr

Bi =
∫

Ω

∇ · Jp(r)φi(r)dr

In practice, the source distributionJp and the conductivity
σ are also discretized over the baseΦ so that these integrals
can be pre-computed given the mesh, and the conductivities
and primary source currents at the mesh vertices. To make
the comparison with the BEM methods, piece-wise constant
conductivities is the model adopted in this paper, but the
previous model is not limited to this simple case. This is one
theoretical advantage of the method when compared to the
BEM method. An important property of the matrix is that
it is symmetric and very sparse (as most of the functionsφi
do not share the same support), so that the system can be
solved efficiently using a conjugate gradient descent with
optimal step.

2.1. FEM computational complexity

[Il vaut mieux que ça soit Th́eo qu’il écrive...]
How many operations as a function of the element size,

how does an elementary operation look like, what can be
precalculated, convergence speed of the iterative solver.

Storage requirements.

2.2. FEM acceleration

Sparsity, multiscale / multigrid.

3. BOUNDARY ELEMENT METHOD

The field equations [reference] have several alternative inte-
gral forms derived from Green equivalencies (

∫
Ω
∇· fdV =∫

δΩ
f · ndS) An advantage of the integral forms is that they

involve the unknown quantity (for example the electric po-
tential) only on a surface, resp. several surfaces. Once the
surface values is known, the field in the rest of the volume
can be then directly calculated from the appropriate inte-
gral expressions. This reduces the the dimensionality of the
problem (recall that the FEM has unknowns distributed in
the whole volume) and consequently also the number of un-
knowns. Moreover, only a surface meshing is now neces-
sary.

We have chosen the often used [2, 3] integral formula-
tion

σ0V0(r) =
σ+
m + σ−m

2
V (r)+

N∑

k=1

σ−k − σ+
k

4π

∫

r′∈Sk

V (r′)∇′
(

1
R

)
· nk(r′) dsk(r′) (3)

involving the potentialV (r) on a smooth surfacesSm sepa-
rating regions with conductivitiesσ+

m, σ−m, with R = r−r′,
R = ‖R‖ and∇′ ( 1

R

)
= R

R3 , whereN is the number of
surfaces,nk is the unit vector normal toSk oriented from
the region withσ−k to the one withσ+

k . V0 is a potential due
to a known primary current distributionJp(r) in the infinite
homogeneous space with conductivityσ0 [2]

σ0V0(r) =
1
4π

∫

r′∈R3

Jp(r′) · ∇′
(

1
R

)
dr′ . (4)

The potentialV is discretized using either piecewise
constant (P0) or piecewise linear (P1) basis functionsϕi
each associated with a surface element (for example a trian-
gle). The continuous integral equation (3) is converted into
a corresponding linear equation system by taking a scalar
product with test functionsψj which are normally chosen to
be either the Dirac’sδ (the collocation method), orψj = ϕi
(the Galerkin method). In both cases we obtain a linear



equation systemAv = b relatingb representingV0 and
the unknown coefficientsv of the discretization ofV . The
elements of the matrixA are given by integrals of the type

Γniϕi,ψj

i,j =
∫∫

r∈suppψj

r′∈suppϕi

∇′( 1
R

) · ni ϕi(r′)ψj(r)ds2(r′, r) (5)

We note thatA is non-symmetric and full.

3.1. BEM computational complexity

We discretize the surfacesSm with elements of a charac-
teristic sizeh. Then the number of elementsN grows as
O(h−2). The number of unknowns (vi) is typicallyN (or
kN for some smallk for higher order approximations), the
number of equations at least as much. Consequently, the
size ofA is O(h−2) × O(h−2) and the cost of calculating
all its elementsO(h−4) = O(N2), equal as the memory
consumption. A direct method (such as LU decomposition)
solves the associated linear system inO(h−6) = O(N3)
time. Moreover, the evaluation of the integrals (5) is in-
volved even for basis functionsϕ andψ of very small or-
ders, featuring computationally expensive functions such as
square roots and inverse tangents [4]. For higher orders
(even as low asψ = P0 andφ = P0), numerical inte-
gration (typically Gaussian quadrature) needs to be used at
least for one of the integrals. Because of the singularity of
the kernel atR = 0, the number of points of integration
at least for close elements has to be high, typically around
30 ∼ 100 points per element for an acceptable level of pre-
cision (10−3 ∼ 10−5, depending on the geometry. We see
that the resulting time and memory complexity of the di-
rect implementation is clearly prohibitive for the size of the
problems we want to consider.

3.2. BEM acceleration

The direct solution of the linear system with its associated
fixed-costO(N3) can be replaced by an iterative method
(such as GMRES [?]) that accesses the matrixA only by
matrix-vector productsAx. This enables us to avoid the ex-
cessive storage by calculating the matrix elements on-the-
fly. In many cases, the iterative method can provide results
with only a small number of iterationsm, which reduces the
computational complexity toO(mN2) = O(mh−4). The
matrix-vector product complexityO(N2) can be reduced
up to O(N logN) by fast multipole method (FMM) [?]
like techniques that hierarchically approximate the interac-
tion of a group of elements by a single term. This brings
the total asymptotic complexity down toO(mN logN) =
O(−mh−2 log h). Nevertheless, the cost of preprocessing
increases significantly.

3.3. Sources close to discontinuities

It is known that the accuracy of all existing implementa-
tions of the BEM suffers greatly when the current source
approaches the discontinuity [?, 3, 5, 6]. This is because
the potentialV varies strongly along the surface when the
source is close and although the approximation in the basis
ϕi is acceptable in the ordinary sense, it becomes very bad
when multiplied by the highly varying kernel in (5). This
explains also the somewhat cotraintuitive result that in some
situations the seemingly primitive collocation method with
P0 elements can outperform higher order methods, precisely
because the approximation error is small at the collocation
points where it is given most weight. Note the imprecision
is in the matrixA and is therefore independent of the source
configuration.

4. EXPERIMENTS

We have performed the experiments using a simplified head
model consisting of three concentric spheres with diameters
0.87, 0.92 and1.0 m delimiting domains of conductivities
1.0, 0.0125, 1.0, and0 Ω−1m−1, representing respectively
the brain, the bone, the scalp, and the outside air [?]. The
heads were approximated with progressively finer surface
meshes, using 80, 320, 1280, and 5120 triangles per sphere;
the surface meshes were extended to corresponding volume
meshes.

A source is a current dipole[1 0 1]/
√

2 placed between
50 ∼ 97 % of the radius of the innermost sphere. The poten-
tial for this configuration was calculated analytically [7,?]
at the vertices and centres of the triangles, an example is
shown in Figure 1.

The best performing BEM (P0 elements, collocation, P0
weighting of theV0 term, direct solution for small sizes,
single level FMM and iterative solution using GMRES for
bigger number of elements) and FEM (P1, iterative) were
used in the experiments.

Figure 2 shows the dependence of the mean (`2) and
maximum (̀∞) relative errors on the position of the dipole
for the four head sizes. We see that while for both meth-
ods the precision improves with the number of elements and
much faster for BEM, it is almost always better for the FEM.
The precision decreases as the dipole approaches the ‘cor-
tex’ surface (Figure 3), however in BEM the effect is much
more pronounced.

Finally, Table 1 summarizes the execution time2 for the
BEM using direct linear system solution and the single level
FMM, and for the FEM. We see that while for small prob-
lems the direct BEM implementation is faster, for bigger
problems it pays off to use the FMM.

2Pentium III computer at1000 MHz with 1024 MB of RAM was used.
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Fig. 2. The evolution of the mean and maximum relative errors as a function of the dipole position for the BEM and FEM for
various mesh sizes.
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Fig. 3. The evolution of the mean and maximum relative errors as a function of the number of surface elements for the BEM
and FEM for dipole number 3 (at88% of the radius).



Fig. 1. Analyticaly calculated potential on the surface of
the outermost sphere represented by 1280 triangles due to
a dipole at88% of the radius.

Table 1. Typical execution times for the FEM and two vari-
ants of the BEM — direct implementation and an imple-
mentation using FMM — for varying model sizes.Nsurf is
the number of surface elements. The direct method ran out
of memory for the largest problem.

Nsurf 80 320 1280 5120
BEM direct 0.2 s 16.2 s 21 m —
BEM + sFMM 4.1 s 34.8 s 22 m 1 h 23 m
FEM

5. CONCLUSIONS

The BEM works with less elements than the FEM but the
number of interactions to consider is higher. Using FMM
the number of interactions to actually calculate can be re-
duced significantly but but the cost of calculating one inter-
action will be always higher than for the FEM. Most impor-
tantly, the BEM is plagued by inherent accuracy problems
when the sources approach the discontinuity. This could
be perhaps remedied by a different integral formulation but
none is known for the moment. Moreover, FEM can accom-
modate for continuously varying and anisotropic conductiv-
ities.

The only significant disadvantage of FEM is the neces-
sity of creating the 3D volumic mesh, which is apparently
much more difficult than creating the surface mesh. Ac-
cording to our experiments, if the volumic mesh is available,
then with the current state of art, it seems preferable to use
the FEM for E/MEG applications.
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