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ABSTRACT

We describe a stereo rectification method suitable for aatiom
3D surveillance. We take advantage of the fact that in a &fpic
ban scene, there is ordinarily a small number of dominamtgda

Given two views of the scene, we align a dominant plane in one

view with the other. Conjugate epipolar lines between ttierre
ence view and plane-aligned image become geometricalitiide
cal and can be added to the rectified image pair line by linkecte
ing conjugate epipolar lines to cover the whole image is fragd
since they are geometrically identical. In addition, théaptes
of conjugate epipolar lines are automatically preserveglaye
alignment, which simplifies stereo matching.

1. INTRODUCTION

Stereo rectification is a process that transforms a paireoéstim-
ages such that conjugate epipolar lines (refer to [1] and&eR)
are aligned horizontally. It simplifies stereo matching. alrto-
matic 3D outdoor surveillance, stereo correspondencesisae
for purposes such as 3D scene reconstruction (refer to [3]).2,
background modeling that is invariant to local illuminatichanges,
collaborative multi-camera control etc. Stereo rectif@mabf im-
age pairs thus becomes an important first step.

In practice, we need to minimize loss of pixel informatioran
image distortion in the rectified images. In addition, ourkvis
also motivated by the need for a rectification method thapstip
automatic 3D surveillance, in which cameras are dynanyiqait
sitioned to optimize performance. We envision a configaratf
moving cameras monitoring an outdoor scene such as thoagsho
in Figure 1. The relative positions of two cameras chosercto a
complish certain 3D tasks might cause difficulties in theesie
correspondence phase. For example, the epipoles of tworaame
can be on different side w.r.t. their respective image Hares a
result, corresponding pixels along conjugate epipolasibegin-
ning from the epipoles are in reverse order to each otheithe.
polarities of conjugate epipolar lines are reversed. Thismi-
cates intensity-based stereo matching. If the camerastatie, s
it is only necessary to build the stereo model once and tberef
special steps can be taken to preserve the polarities ofigaitg
epipolar lines. However, if the cameras are moving, we desir
rectification method that will do so automatically to sinfiyplsub-
sequent computations.

Rectification is often achieved by transforming the images s
that the epipoles beconig, 0,0]”, the point at infinity. In terms
of epipolar geometry, the fundamental matrix for a rectified

0 0 O
age pair becomes 0 0 -1
1 0

([2]). One approach to stereo
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Fig. 1. A configuration of cameras. In this configuration, the red
cameras have conjugate epipolar lines with correspondixejsp

in reverse order since their epipoles are on different sfdber
respective images. A rectification method that preserveaheri-
ties is desired.

rectification is to apply a rectifying transformation to kamage.
To compute the transformations, they are often decompoged i
simpler transforms. As described in [4], this often leadsdme
nonlinear optimization problem. In practice, we found teath
methods are often inaccurate and inefficient.

If the cameras are calibrated, the rectifying transforometi
can be computed by re-projecting a point in the scene onto the
normal image planes as described in [5]. The cameras areedefin
to be in their respective normal image plane positions wheg t
are arranged with their optical axes parallel and perpeitatido
the baseline. Such approaches are often referred to ag péama
tification ([6]). In the work described in [7], it was pointemiit
that planar rectification introduces significant imageatistn as
the forward motion component increases. This can poténtésd
to unbounded rectified images. As a result, [7] uses a cytadr
rectification that is guaranteed to provide bounded redtifireages
and also ensures minimal loss of pixel information. Thishodt
is however relatively complex since all operations are qrened
in 3-D space.

Many stereo rectification methods fail when the epipoles are
located in the images, as mentioned in [8], since this leadis-t
finitely large images. A direct method was introduced in [8jeh
can deal with all camera geometries. It described an approac
where oriented half epipolar lines are added to the rectified
ages line by line based on a polar coordinate system around th
epipoles. This is highly efficient and effective. Conjugexéremal
epipolar lines have to be first determined because the esipol
are in different image positions. Here, we adopt the samextir
method to create the rectified images by adding conjugapekspi
lines line by line. However, the method in [8] does not attetop
preserve the polarities of conjugate epipolar lines.

Our method exploits the fact that in a typical urban scerexgeth
ordinarily exists a small number of dominant planes (e.gugd,
walls etc). Images of these planes in two views are relatexbby



matrices, commonly known as homographies ([2]). By aligran
plane in a second view with the reference view using the eorre
sponding homography, the resulting warped image has geemet
cally identical epipolar lines as the reference view. Thiseyva-
tion is also described in work on planar parallax such as (9, 1
Consequently, conjugate epipolar lines are easily chaseonver
the whole image, unlike the method in [8] where common regjion
between extremal epipolar lines have to be first determién
polarities of conjugate epipolar lines are preserved betwtbe
plane-aligned image and reference view, which providedfac-e
tive constraint for intensity-based stereo matching.

This paper is organized as follows. Section 2 provides d brie
introduction to epipolar geometry and the effects of aligrplanes
on the polarities of conjugate epipolar lines. Section 3 theo-
vides an introduction to planar parallax and its effect onjugate
epipolar lines between the reference view and plane-aligme
age. Section 4 shows how conjugate epipolar lines are chosen
cover the whole image and how the starting position of each re
tified image row can be computed to minimize image distortion
The conclusions are given in Section 5.

2. BACKGROUND

2.1. Epipolar Geometry
We will briefly describe epipolar geometry in this sectioretils
can be found in references such as [1, 2, 3]. Given a left ayid ri
view of a point P in the scene, letn andm’ be the respective
images as shown in Figure 2. The plafiePC> is known as the
epipolar plane. Clearly, the intersection@f PC> with the right
image plane is a lin€ on whichm’ must lie.l’ can be expressed
as F'm, where F' is a3 x 3 matrix with rank 2, known as the
fundamental matrix. Consequently, we have the followingelar
constraint

m' T Fm = 0.

1)
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pipoles

Fig. 2. Epipolar geometry:C; and C> are the camera centers

and the line joining them is known as the baseline. The image

positions where the baseline intersects the image plardsiawn
as epipoles. The epipolar plane correspondSit&C’.

F can be determined automatically with a minimum of 8 cor-
responding points by solving Equation 1 using the RANSAC al-
gorithm described in [11]. Conversely, givénandm, we can
determinel’. The conjugaté of I’ can be determined similarly.
Referring to Figure 2, we can see that the correspondindspofe
all pixels on/ must lie onl’. As a result, the two views can be
rectified by adding and!’ to the rectified image pair.

2.2. Plane Alignment
Given two views of a scene, there is a linear projective fans
mation Hr (known as an homography) relating the projectian

(c) Warped image

Fig. 3. Corresponding pixels on the conjugate epipolar lines (the
red lines) between the reference and second view are insexver
order beginning from the epipoles (epipoles in the refezesud
second view are in octant 3 and 1 respectively, refer to Eigyr
Polarities of conjugate epipolar lines are however presete-
tween the reference view and the plane-aligned image.

of the points on a planH in the first view to its projection in the
second viewyn'. This can be expressed as

@)

Hrn can be determined automatically using RANSAC with a min-
imum of 4 corresponding images for pointsldn A plane-aligned
image! can be derived from the second view usifig as follow

’
anm:m.

Gatigned (T, Y, 1) = isccona (N (Hn X [z, y, 1]T))7 (3
where(z,y, 1) is the homogeneous image position of a pixel'in
andiqiigned(z,y, 1) represents its intensitys.conq represents the
intensity values in the second view andrepresents the normal-
ization of the image position after applyidgr. Figure 3(c) shows

an example of a plane-aligned image using the ground plane be
tween the reference view in Figure 3(a) and the second view in
Figure 3(b). It also show that plane alignment preservepdier-

ities of conjugate epipolar lines.

3. EFFECTSOF PLANAR PARALLAX

Given two views of a scene, we can compensate for the motion
of a plane between them by applying the associated homograph
The residual parallax displacement field in the plane-alym-

age produced by Equation 3 is a displacement along a line geo-
metrically identical to the epipolar line in the referenéew: This
translation is better known as an epipolar field. This is tasid
principle of planar parallax and the proof ([9, 10]) is givesnfol-
lows. Referring to Figure 4, let the plane-aligned imagetwii
(using Equation 3) bé. Letp andgq in the reference view be the
images ofP and@, whereQ lies onII but notP. In I, the pixel at

the image position correspondingdas p’ from the second view,
sinceP is occluding@. In the reference view, singeis the cor-
responding image oP, the residual displacement is equal to the
distancepq along the epipolar line and is directly proportional to
the distance of from II.



Reference View

Second View

Fig. 4. Residual parallax field after plane alignment is epipgtar.
andgq are the images aP andQ in the reference view respectively,
p’ is the image ofP in the second view andll is the dominant
plane.

A direct consequence of this is that conjugate epipolarsline
between the reference view and plane-aligned image (using-£
tion 3) are geometrically identical. An epipolar line in thiane-
aligned image contains only two types of pixels: (1) pixetd n
lying on IT and (2) pixels orll. For type (1) pixels, the corre-
sponding pixel in the reference view lies on the same epipiola
plus some displacement. For type (2) pixels, the correspgnd
pixel in the reference view is in the same image positiors &l$o
clear from Figure 4 that the displacements for type (1) gixek
always in a direction away from the epipoles

4. CONSTRUCTING THE RECTIFIED IMAGES

1 2 3
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Fig. 5. Based on which octant the epipoles are in, selection of

conjugate epipolar lines is straightforward. Octants 4 4nd 7
have two possible choices for the longest epipolar line. [dhger
one within the image boundaries is used. Exact positionsi@f t
epipoles are not explicitly needed since only the fundaaiena-
trix is needed to determine the two epipolar lines.

Selecting conjugate epipolar lines We can compute the funda-
mental matrixF' from the second view to the reference view as
described in Section 2. Two pointsy; andms, in the second
view are then chosen such that they have different epipias |

in the reference view. These epipolar lines are givenFhy
and F'm’. The intersection of'm/ and F'm/, gives the positions

IFormally, since the plane-aligned view is not a real view, ¢pipoles
are undefined between the reference view and plane-alignagei.

of the epipoles for both the reference view and plane-atigne

age since conjugate epipolar lines between them are geoatigtr
identical. In practise, it is often unreliable to determthe exact
positions of the epipoles in this manner. However, it carabdy
give us the octant (Figure 5) in which the epipoles lie. Oriig t

is known, it becomes straightforward to select conjugatpctar
lines to cover the whole image. For example, if the epipotesra
octant 8, then we can select conjugate epipolar lines betwee
reference view and plane-aligned image correspondind fmal

els on the upper and left image boundary (note that choobiag t
left follow by the upper image boundary would turn the reetfi
image upside down). For each scanned pixethe corresponding
conjugate epipolar lines are bathm, whereF' is the fundamental
matrix from the reference view to the plane-aligned imagac&
only £ is needed here, we do not explicitly need the positions of
the epipoles. Rather, only the octant in which the epipdkessl
used to determine the image boundaries that need to be stanne
Each selected pair of conjugate epipolar lines is then atiobir
respective rectified images row by row.

Minimizing loss of pixel information Loss of pixel information
can result from the scanning of each epipolar line. To preties,
each epipolar line is scanned using Bresenham'’s line-suoguaih
gorithm given in [12]. In addition, as mentioned in [8], thexxa
imum distance between two consecutive selected epipaias li
must be< 1 pixel (refer to Figure 6). While [8] resolved it by
moving the epipolar line, we do so by choosing the proper eanag
boundaries to scan. For example, if the epipole is in octatiteh
the upper and left image boundary should be scanned insfead o
the right and lower image boundary. On the upper boundaey, th
distance between two consecutively scanned pixels is 1. phse

a result, the distance between the other ends of the epiliosr
corresponding to those pixels4s 1 pixel since they are nearer to
the epipoles. This guarantees that the maximum distaneesbat
the epipolar lines is< 1 pixel. The same applies when the left
boundary is scanned. Figure 6 illustrates this.

Epipolar lines are selected from the upper image boundamery pixel

1 pixel

Ensures that this distance§ 1 pixel;
ifthis distance is> 1 ?leeljhen pixel
information between the epipolar lines are lost.

Epipole

Consecutive epipolar lines selected

Fig. 6. Loss of pixel information occurs when the maximum dis-
tance between two consecutive epipolar linessarepixel. In our
method, by choosing the correct image boundaries to sciaristh
prevented.

Minimizing image distortion To minimize image distortion, we
also need to determine the starting pixel position of eacti-re
fied image row. For illustration purpose, we will show an epéen
where the lower boundary of the image is traversed pixel kglpi
and the epipole is in octant 3 (refer to Figure 7). We first dete
mine the length’ of the longest epipolar liné, which is that for
the bottom-left pixel. The starting pixel position éfin the rec-
tified image is thed'” pixel position. Given an epipolar ling’

of length#’, we minimize image distortion by preserving the ge-



ometries between the rightmost pixels within the image bauy
label asa andb of L and L’ respectively. This can be achieved as
shown in Figure 7, giving the starting pixel positionfas ¢' — ¢__

for the example, wheré _ is the distance betweenand a point
such that the line segmetit is perpendicular td. Note that’ and

¢’ represent the lengths of their respective epipolar lin¢isinthe
image boundary. Examples of our image rectification alborit
are given in Figure 8 and 9.

Fig. 7. Determine starting position of each rectified image row.

Fig. 9. When the second view is used as reference in the rectifica-

(b) Second view (c) Second view plane-aligned
to first

(e) Rectified images using (a) and (c) - epipoles outside images

(d) First view plane-aligned to
second

74

il
(f) Rectified images using (b) and (d|

i

- epipoles inside images

)

tion process, the epipoles are located in the images. Ouradet

4.1. Epipolesin the Images

handles it with ease. Note that the branches are differebotin

views and hence are occluded.

Our rectification method handles with ease when the epipides
in the corresponding images. In this case, we simply divige t
image into two halves,pe andi;... along the horizontal line
passing through the epipol&,per andi;ower- €an then be treated
as image with epipole in octant 7 and 2 respectively. Thefredt
images can then be easily combined.

easily selected to cover the whole image while minimizirgglof
pixel information. In addition, the polarities of conjugagpipo-
lar lines are preserved automatically. As a result, our oteik

highly suitable for an automatic 3D surveillance systerhwiul-

5. CONCLUSIONS

Fig. 8. The lines verified the correctness. The reference view, 8]
second view and plane-aligned image for (a) are the same as ing
; [0

Figure 3.
(10]

In conclusion, we have described a stereo rectification ogeth
that is efficient and effective for scenes with dominant ptarThe
main contribution lies in using a plane-aligned view, sa ttan-
jugate epipolar lines become geometrically identical aad loe

(11]

(12]

tiple moving cameras.
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