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ABSTRACT

We describe a stereo rectification method suitable for automatic
3D surveillance. We take advantage of the fact that in a typical ur-
ban scene, there is ordinarily a small number of dominant planes.
Given two views of the scene, we align a dominant plane in one
view with the other. Conjugate epipolar lines between the refer-
ence view and plane-aligned image become geometrically identi-
cal and can be added to the rectified image pair line by line. Select-
ing conjugate epipolar lines to cover the whole image is simplified
since they are geometrically identical. In addition, the polarities
of conjugate epipolar lines are automatically preserved byplane
alignment, which simplifies stereo matching.

1. INTRODUCTION

Stereo rectification is a process that transforms a pair of stereo im-
ages such that conjugate epipolar lines (refer to [1] and Section 2)
are aligned horizontally. It simplifies stereo matching. Inauto-
matic 3D outdoor surveillance, stereo correspondences areused
for purposes such as 3D scene reconstruction (refer to [1, 2,3]),
background modeling that is invariant to local illumination changes,
collaborative multi-camera control etc. Stereo rectification of im-
age pairs thus becomes an important first step.

In practice, we need to minimize loss of pixel information and
image distortion in the rectified images. In addition, our work is
also motivated by the need for a rectification method that supports
automatic 3D surveillance, in which cameras are dynamically po-
sitioned to optimize performance. We envision a configuration of
moving cameras monitoring an outdoor scene such as those shown
in Figure 1. The relative positions of two cameras chosen to ac-
complish certain 3D tasks might cause difficulties in the stereo
correspondence phase. For example, the epipoles of two cameras
can be on different side w.r.t. their respective image planes. As a
result, corresponding pixels along conjugate epipolar lines begin-
ning from the epipoles are in reverse order to each other i.e.the
polarities of conjugate epipolar lines are reversed. This compli-
cates intensity-based stereo matching. If the cameras are static,
it is only necessary to build the stereo model once and therefore
special steps can be taken to preserve the polarities of conjugate
epipolar lines. However, if the cameras are moving, we desire a
rectification method that will do so automatically to simplify sub-
sequent computations.

Rectification is often achieved by transforming the images so
that the epipoles become[1, 0, 0]T , the point at infinity. In terms
of epipolar geometry, the fundamental matrix for a rectifiedim-

age pair becomes
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Fig. 1. A configuration of cameras. In this configuration, the red
cameras have conjugate epipolar lines with corresponding pixels
in reverse order since their epipoles are on different side of their
respective images. A rectification method that preserve thepolari-
ties is desired.

rectification is to apply a rectifying transformation to each image.
To compute the transformations, they are often decomposed into
simpler transforms. As described in [4], this often leads tosome
nonlinear optimization problem. In practice, we found thatsuch
methods are often inaccurate and inefficient.

If the cameras are calibrated, the rectifying transformations
can be computed by re-projecting a point in the scene onto the
normal image planes as described in [5]. The cameras are defined
to be in their respective normal image plane positions when they
are arranged with their optical axes parallel and perpendicular to
the baseline. Such approaches are often referred to as planar rec-
tification ([6]). In the work described in [7], it was pointedout
that planar rectification introduces significant image distortion as
the forward motion component increases. This can potentially lead
to unbounded rectified images. As a result, [7] uses a cylindrical
rectification that is guaranteed to provide bounded rectified images
and also ensures minimal loss of pixel information. This method
is however relatively complex since all operations are performed
in 3-D space.

Many stereo rectification methods fail when the epipoles are
located in the images, as mentioned in [8], since this leads to in-
finitely large images. A direct method was introduced in [8] which
can deal with all camera geometries. It described an approach
where oriented half epipolar lines are added to the rectifiedim-
ages line by line based on a polar coordinate system around the
epipoles. This is highly efficient and effective. Conjugateextremal
epipolar lines have to be first determined because the epipoles
are in different image positions. Here, we adopt the same direct
method to create the rectified images by adding conjugate epipolar
lines line by line. However, the method in [8] does not attempt to
preserve the polarities of conjugate epipolar lines.

Our method exploits the fact that in a typical urban scene, there
ordinarily exists a small number of dominant planes (e.g. ground,
walls etc). Images of these planes in two views are related by3×3



matrices, commonly known as homographies ([2]). By aligning a
plane in a second view with the reference view using the corre-
sponding homography, the resulting warped image has geometri-
cally identical epipolar lines as the reference view. This observa-
tion is also described in work on planar parallax such as [9, 10].
Consequently, conjugate epipolar lines are easily chosen to cover
the whole image, unlike the method in [8] where common regions
between extremal epipolar lines have to be first determined.The
polarities of conjugate epipolar lines are preserved between the
plane-aligned image and reference view, which provides an effec-
tive constraint for intensity-based stereo matching.

This paper is organized as follows. Section 2 provides a brief
introduction to epipolar geometry and the effects of aligning planes
on the polarities of conjugate epipolar lines. Section 3 then pro-
vides an introduction to planar parallax and its effect on conjugate
epipolar lines between the reference view and plane-aligned im-
age. Section 4 shows how conjugate epipolar lines are chosento
cover the whole image and how the starting position of each rec-
tified image row can be computed to minimize image distortion.
The conclusions are given in Section 5.

2. BACKGROUND

2.1. Epipolar Geometry
We will briefly describe epipolar geometry in this section. Details
can be found in references such as [1, 2, 3]. Given a left and right
view of a pointP in the scene, letm andm′ be the respective
images as shown in Figure 2. The planeC1PC2 is known as the
epipolar plane. Clearly, the intersection ofC1PC2 with the right
image plane is a linel′ on whichm′ must lie. l′ can be expressed
as Fm, whereF is a 3 × 3 matrix with rank 2, known as the
fundamental matrix. Consequently, we have the following epipolar
constraint

m
′T

Fm = 0. (1)
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Fig. 2. Epipolar geometry:C1 and C2 are the camera centers
and the line joining them is known as the baseline. The image
positions where the baseline intersects the image planes are known
as epipoles. The epipolar plane corresponds toC1PC2.

F can be determined automatically with a minimum of 8 cor-
responding points by solving Equation 1 using the RANSAC al-
gorithm described in [11]. Conversely, givenF andm, we can
determinel′. The conjugatel of l′ can be determined similarly.
Referring to Figure 2, we can see that the corresponding pixels of
all pixels onl must lie onl′. As a result, the two views can be
rectified by addingl andl′ to the rectified image pair.

2.2. Plane Alignment
Given two views of a scene, there is a linear projective transfor-
mationHΠ (known as an homography) relating the projectionm

(a) Reference view
 (b) Second view


(c) Warped image


Fig. 3. Corresponding pixels on the conjugate epipolar lines (the
red lines) between the reference and second view are in reversed
order beginning from the epipoles (epipoles in the reference and
second view are in octant 3 and 1 respectively, refer to Figure 5).
Polarities of conjugate epipolar lines are however preserved be-
tween the reference view and the plane-aligned image.

of the points on a planeΠ in the first view to its projection in the
second view,m′. This can be expressed as

HΠ × m = m
′
. (2)

HΠ can be determined automatically using RANSAC with a min-
imum of 4 corresponding images for points onΠ. A plane-aligned
imageI can be derived from the second view usingHΠ as follow

ialigned(x, y, 1) = isecond(N(HΠ × [x, y, 1]T )), (3)

where(x, y, 1) is the homogeneous image position of a pixel inI

andialigned(x, y, 1) represents its intensity.isecond represents the
intensity values in the second view andN represents the normal-
ization of the image position after applyingHΠ. Figure 3(c) shows
an example of a plane-aligned image using the ground plane be-
tween the reference view in Figure 3(a) and the second view in
Figure 3(b). It also show that plane alignment preserves thepolar-
ities of conjugate epipolar lines.

3. EFFECTS OF PLANAR PARALLAX

Given two views of a scene, we can compensate for the motion
of a plane between them by applying the associated homography.
The residual parallax displacement field in the plane-aligned im-
age produced by Equation 3 is a displacement along a line geo-
metrically identical to the epipolar line in the reference view. This
translation is better known as an epipolar field. This is the basic
principle of planar parallax and the proof ([9, 10]) is givenas fol-
lows. Referring to Figure 4, let the plane-aligned image w.r.t. Π
(using Equation 3) beI . Let p andq in the reference view be the
images ofP andQ, whereQ lies onΠ but notP . In I , the pixel at
the image position corresponding toq is p′ from the second view,
sinceP is occludingQ. In the reference view, sincep is the cor-
responding image ofP , the residual displacement is equal to the
distancepq along the epipolar line and is directly proportional to
the distance ofP from Π.
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Fig. 4. Residual parallax field after plane alignment is epipolar.p

andq are the images ofP andQ in the reference view respectively,
p′ is the image ofP in the second view andΠ is the dominant
plane.

A direct consequence of this is that conjugate epipolar lines
between the reference view and plane-aligned image (using Equa-
tion 3) are geometrically identical. An epipolar line in theplane-
aligned image contains only two types of pixels: (1) pixels not
lying on Π and (2) pixels onΠ. For type (1) pixels, the corre-
sponding pixel in the reference view lies on the same epipolar line
plus some displacement. For type (2) pixels, the corresponding
pixel in the reference view is in the same image position. It is also
clear from Figure 4 that the displacements for type (1) pixels are
always in a direction away from the epipoles1.

4. CONSTRUCTING THE RECTIFIED IMAGES
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Fig. 5. Based on which octant the epipoles are in, selection of
conjugate epipolar lines is straightforward. Octants 2, 4,5 and 7
have two possible choices for the longest epipolar line. Thelonger
one within the image boundaries is used. Exact positions of the
epipoles are not explicitly needed since only the fundamental ma-
trix is needed to determine the two epipolar lines.

Selecting conjugate epipolar lines We can compute the funda-
mental matrixF from the second view to the reference view as
described in Section 2. Two points,m′

1 andm′
2, in the second

view are then chosen such that they have different epipolar lines
in the reference view. These epipolar lines are given byFm′

1

andFm′
2. The intersection ofFm′

1 andFm′
2 gives the positions

1Formally, since the plane-aligned view is not a real view, the epipoles
are undefined between the reference view and plane-aligned image.

of the epipoles for both the reference view and plane-aligned im-
age since conjugate epipolar lines between them are geometrically
identical. In practise, it is often unreliable to determinethe exact
positions of the epipoles in this manner. However, it can reliably
give us the octant (Figure 5) in which the epipoles lie. Once this
is known, it becomes straightforward to select conjugate epipolar
lines to cover the whole image. For example, if the epipoles are in
octant 8, then we can select conjugate epipolar lines between the
reference view and plane-aligned image corresponding to all pix-
els on the upper and left image boundary (note that choosing the
left follow by the upper image boundary would turn the rectified
image upside down). For each scanned pixelm, the corresponding
conjugate epipolar lines are botĥFm, whereF̂ is the fundamental
matrix from the reference view to the plane-aligned image. Since
only F̂ is needed here, we do not explicitly need the positions of
the epipoles. Rather, only the octant in which the epipoles lie is
used to determine the image boundaries that need to be scanned.
Each selected pair of conjugate epipolar lines is then addedto their
respective rectified images row by row.

Minimizing loss of pixel information Loss of pixel information
can result from the scanning of each epipolar line. To prevent this,
each epipolar line is scanned using Bresenham’s line-scanning al-
gorithm given in [12]. In addition, as mentioned in [8], the max-
imum distance between two consecutive selected epipolar lines
must be≤ 1 pixel (refer to Figure 6). While [8] resolved it by
moving the epipolar line, we do so by choosing the proper image
boundaries to scan. For example, if the epipole is in octant 8, then
the upper and left image boundary should be scanned instead of
the right and lower image boundary. On the upper boundary, the
distance between two consecutively scanned pixels is 1 pixel. As
a result, the distance between the other ends of the epipolarlines
corresponding to those pixels is< 1 pixel since they are nearer to
the epipoles. This guarantees that the maximum distance between
the epipolar lines is≤ 1 pixel. The same applies when the left
boundary is scanned. Figure 6 illustrates this.

information between the epipolar lines are lost.

1 pixel

Epipole

Consecutive epipolar lines selected

Epipolar lines are selected from the upper image boundary for every pixel

Ensures that this distance is≤ 1 pixel;
if this distance is> 1 pixel, then pixel

Fig. 6. Loss of pixel information occurs when the maximum dis-
tance between two consecutive epipolar lines are> 1 pixel. In our
method, by choosing the correct image boundaries to scan, this is
prevented.

Minimizing image distortion To minimize image distortion, we
also need to determine the starting pixel position of each recti-
fied image row. For illustration purpose, we will show an example
where the lower boundary of the image is traversed pixel by pixel
and the epipole is in octant 3 (refer to Figure 7). We first deter-
mine the lengthℓ of the longest epipolar lineL, which is that for
the bottom-left pixel. The starting pixel position ofL in the rec-
tified image is the0th pixel position. Given an epipolar lineL′

of lengthℓ′, we minimize image distortion by preserving the ge-



ometries between the rightmost pixels within the image boundary,
label asa andb of L andL′ respectively. This can be achieved as
shown in Figure 7, giving the starting pixel position asℓ− ℓ′ − ℓ

for the example, whereℓ is the distance betweena and a pointc
such that the line segmentbc is perpendicular toL. Note thatℓ and
ℓ′ represent the lengths of their respective epipolar lines within the
image boundary. Examples of our image rectification algorithm
are given in Figure 8 and 9.
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Fig. 7. Determine starting position of each rectified image row.

4.1. Epipoles in the Images

Our rectification method handles with ease when the epipoleslie
in the corresponding images. In this case, we simply divide the
image into two halvesiupper andilower along the horizontal line
passing through the epipole.iupper andilower can then be treated
as image with epipole in octant 7 and 2 respectively. The rectified
images can then be easily combined.

5. CONCLUSIONS

Fig. 8. The lines verified the correctness. The reference view,
second view and plane-aligned image for (a) are the same as in
Figure 3.

In conclusion, we have described a stereo rectification method
that is efficient and effective for scenes with dominant planes. The
main contribution lies in using a plane-aligned view, so that con-
jugate epipolar lines become geometrically identical and can be

(a) First view
 (b) Second view
 (c) Second view plane-aligned

to first


(e) Rectified images using (a) and (c) - epipoles outside images
(d) First view plane-aligned to

second


(f) Rectified images using (b) and (d) - epipoles inside images


Fig. 9. When the second view is used as reference in the rectifica-
tion process, the epipoles are located in the images. Our method
handles it with ease. Note that the branches are different inboth
views and hence are occluded.

easily selected to cover the whole image while minimizing loss of
pixel information. In addition, the polarities of conjugate epipo-
lar lines are preserved automatically. As a result, our method is
highly suitable for an automatic 3D surveillance system with mul-
tiple moving cameras.
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