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Abstract

Closing the semantic gap in content based image
retrieval (CBIR) basically requires the knowledge of the
user’s intention which is usually translated into a sequence
of questions and answers (Q&A). The user’s feedback to
these questions provides a CBIR system with a partial
labeling of the data and makes it possible to iteratively
refine a decision rule on the unlabeled data. Training of
this decision rule is referred to as transductive learning.

This work is an original approach to relevance feedback
(RF) based on graph-cuts. Training consists in implicitly
modeling the manifold enclosing both the labeled and unla-
beled dataset and finding a partition of this manifold using
a min-cut. The contribution of this work is two-folds (i) this
is the first comprehensive study of relevance feedback using
graph cuts and (ii) our RF model exploits the structure of
the data manifold by considering also the structure of the
unlabeled data. Experiments conducted on generic as well
as specific databases show that our graph-cut based ap-
proach is very effective, outperforms other existing methods
and makes it possible to converge to almost all the images
of the user’s “class of interest” with a very small labeling
effort. A demo is available through our image retrieval tool
kit (IRTK).

1. Introduction
At least, two interrogation modes are known in content

based image retrieval (CBIR); the query by example and
relevance feedback. In the first mode the user submits a
query image as an example of his “class of interest” and the
system displays the closest image(s) using a feature space
and a suitable metric [3, 28]. A slight variant is category
retrieval which consists in searching images belonging
to the “class of the query” at a given resolution. In the

second category (see the pioneering works [17, 21, 23]) the
user labels a subset of images as positive and/or negative
according to an unknown metric defined in “his mind” and
the CBIR system refines a metric and/or a decision rule
and displays another set of images hopefully closing the
gap between the user’s intention and the response(s) of the
the CBIR system [32, 7, 22, 33]. This process is repeated
until the system converges to the user’s class of interest.
The performance of an RF system is usually measured
as the expectation of the number of user’s responses (or
iterations) necessary to focus on the targeted class. This
performance depends on the capacity of an RF system (i)
to generalize well on the set of unlabeled images using the
labeled ones, (ii) to ask the most informative questions to
the user (see for instance [30]) and (iii) the consistency
and self-consistency of the user’s responses. Points (i)–(ii)
are respectively referred to as the transduction and the
display models. Point (iii) assumes that different users have
statistically the same answers according to an existing but
unknown model referred to as the user model.

Different schemes exist in the literature for the purpose
of RF [22, 33] which are either based on density estima-
tion [19, 13] or discriminative training [30], depending
respectively on the fact that they model the distribution
of the positive and (possibly) the negative labeled images
or they build a decision function which classifies the
unlabeled data. In the first category, different density
estimation methods are used in RF including non paramet-
ric Parzen windows [19], Gaussian mixture models [7],
logistic regression [5] and novelty detectors [6, 27]. In
[7], the authors introduced a notion of relative judgment
of the user, i.e., the response is not binary but a relative
number measuring the relevance of a displayed set of
images. The user’s response is assumed as a sigmoid
function of the distance, so images close to the highly
numbered set are more likely to be the target than the



others. The authors used Gaussian mixture models and
a Bayesian framework in order to estimate (and update)
a distribution though all images and display those which
the highest probability. In [12, 8], the authors defined
a new and original RF model which considers that the
targeted class is a mental picture. The proposed approach
defines a criteria based on the mutual information between
the user’s responses and all the possible target images in
the database and display those which maximize this criteria.

In the second family, discriminative methods learn from
the aggregated set of positive and negative labeled images
how to classify the unlabeled ones. Existing RF methods
use support vector machines [30, 30, 9], decision trees
[18], boosting [29] and Bayesian classifiers [31, 7]. The RF
method in [30] shows a particular interest by its important
gain in the convergence speed when using active learning
[26, 1].

In this paper, we introduce an original RF scheme based
on graph-cuts. The latter introduced in [4, 2] are popular
in solving many computer vision and image processing
problems ranging from stereo vision, 2D image and 3D
model segmentation, to in-painting and texture generation.
This work is the first comprehensive study of relevance
feedback using graph-cuts. As cited in the sections above,
many RF methods rely on popular machine learning tools
including support vector machines [30] and Parzen estima-
tors [19]. Even though these approaches were relatively
successful in solving RF, none of them take into account
the unlabeled data in the learning process. We believe (as
shown in Section 4) that there limitation comes from the
lack of regularities in the structure of the training set when
using only the labeled data instead of the whole (mainly
the unlabeled) data as shown in the remainder of this paper.

In our RF approach, we first model the topology of
the image set, including the unlabeled images, using a
graph, then we partition this graph using min-cuts [4].
This is strictly equivalent to minimizing an energy function
containing (1) a fidelity term ensuring the consistency of
the labels of the graph partition with those provided by the
user and (2) a regularization term ensuring that neighboring
data are likely to have the same labels. Again, in contrast
to existing methods which only rely on the labeled set of
images, our approach integrates the unlabeled data. These
unlabeled data turn out to be very useful when only few
labeled data are available since it allows to favor decision
boundaries located in low density regions of the feature
space, which are very often encountered in practice [25].

In the remainder of this paper, we consider the follow-
ing notation. X is a random variable standing for a train-

Figure 1. An example of an RF display, using the IRTK retrieval
system, where the user’s response is unique on the ARF database
(left) and non unique on the Corel dataset (right); when searching
for the “nature” category, it is clear that the labeling is not unique.
Red crosses stand for the negative labeled images while the green
disks stand for the positive ones (No color stands for no labels).

ing sample taken from X and Y its class label in {+1,−1}
(Y = 1 if the sample X belongs to the targeted class and
−1 otherwise). G = 〈V,E〉 denotes a graph where V is
a set of vertices and E are weighted edges. We use also
k, t as indices for iterations. Among terminologies a dis-
play is a set of images taken from the database which are
shown to the user at iteration t. The paper is organized
as follows: Section 2 introduces the overall architecture of
the RF process. Section 3 describes our RF model based
on graph-cuts and the different strategies for the display
model. Section 4 provides an extensive experimental study
using different databases including specific ones; leaf and
face databases. We discuss the method and we conclude in
Section 5 while providing a direction for a future work.

2. A Reminder on the Search Process: Trans-
duction, Display and User Models

Let S = {X1, ..., Xn}, Y = {Y1, ..., Yn} denote respec-
tively a training set of images and the underlying unknown
ground truth. Here Yi is equal +1 if the image Xi belongs
to the user’s “class of interest” and Yi = −1 otherwise. Let
us consider Dt ⊂ S as a display shown at iteration t and
Yt the labels of Dt. Our interaction consists in asking the
user questions such that her/his responses make it possible
to reduce the semantic gap according to the following steps:

-“Page Zero”: select a displayD1 which might be a random
set of images or the prototypes found after applying
clustering or Voronoi subdivision.

-Reduce the “semantic gap” iteratively (t = 1,..., T ):

(1) Label the set Dt using a (possibly stochastic) known-
only-by-the-user functionYt ← L (Dt). HereL is referred
to as the user model which, given a displayDt, provides the
labels Yt. When the ground truth is unique, this function
is consistent (through different users) and self-consistent



(with respect to the same user) so the user’s answer is
coherent and objective, otherwise the labeling function
becomes stochastic (see Figure 1). The coherence issue is
not in the scope of this paper (see [8] for a comprehensive
study), so we only consider consistent and self-consistent
users.

(2) Train a decision function ft : X → {−1,+1} on the (so
far) labeled training set Tt =

⋃t
l=1(Dl,Yl) and the unla-

beled set of images S − ∪tl=1Dl. The transduction model
discussed in (3) is the one used for this training. At iteration
t, the target is to efficiently use both labeled and unlabeled
data in order to estimate the actual decision function,

argmin
f :X→{+1;−1}

P [f (X) 6= Y ] . (1)

In our setting, it is important to generalize well even
when the size of the labeled training set is small. This is
why this step should use transductive methods which im-
plicitly assume that the topology of the decision boundary
depends on the unlabeled set S − ∪tk=1Dk as shown in (3).
More precisely, the clustering assumption implicitly made
is: the decision boundary is likely to be in low density
regions of the input space X [20].

(3) Select the next displayDt+1 ⊂ S−
⋃t
k=1Dk. The con-

vergence of the RF model to the actual decision boundary
is very dependent on the amount of information provided
by the user. As P (.) is unknown and the the whole process
is computationally expensive, the display model considers a
sampling strategy which selects a collection of images that
improves our current estimate of the “class of interest” (see
Section 3.3). This can be achieved by showing samples of
difficult-to-classify images such as those close to the deci-
sion boundary. Given the labeled set Tt, and let fD be a
classifier trained on Tt and a displayD. The issue of select-
ing Dt+1 can be formulated at iteration t+ 1 as:

Dt+1 ← argmin
D

P [fD(X) 6= Y ]

s.t. Dt+1

⋂
(
⋃t
l=1Dl) = ∅

(2)

3. Graph-cuts and Relevance Feedback
Considering the manifold enclosing the training set S,

we turn the training problem into a segmentation one. Using
a variational framework, we design some energy function
that should be minimized by the desired segmentation. Our
energy is compatible with the graph-cut method[4] so that a
global minimum can be computed very efficiently.

3.1. The Energy Function

Let us fix the iteration number t and consider the set S
in which only a subset

⋃t
k=1Dk ⊂ S is labeled. Training

Min−Cut

source
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∞ ∞

vi vj
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G− G−G+

Figure 2. This figure shows a didactic 1D graph example and its
min-cut. Green (resp. red) colored nodes correspond to the posi-
tive (resp. negative) labeled images.

consists in finding a decision function ft and a configuration
of the labels Y of S that minimizes the following energy
function:

E(S,Y) =
n∑

i=1

Di (Yi) + λ
n∑

i=1

∑

Xj∈Ni
Vij (Yi, Yj)

Yi ∈ {−1,+1}, i = 1, ..., n
(3)

The first term, referred to as the fidelity term, measures the
error when mislabeling a training sampleXi as Yi while the
second one is a regularizer which ensures that training sam-
ples in the neighborhood of Xi (denoted Ni) are assigned
the same (or close) labels as Xi. The positive parameter λ
controls the trade-off between fidelity and regularization.
In practice, we choose:

Di (Yi) =

{
+∞ if Xi ∈ ∪tk=1Dk and Yi 6= L(Xi)
0 otherwise,

(4)
so that labeled data

⋃t
k=1Dk are assigned infinite confi-

dence while Vij(Yi, Yj) = 1{Yi 6=Yj} × wij . Here wij cap-
tures the similarity between Xi and Xj (see Section 3.2)
and 1{} is the indicator function. The energy E is min-
imized using graph-cuts [4]. This is actually possible
thanks to the submodularity of our regularizing term (i.e.
Vij(−1,−1) + Vij(1, 1) ≤ Vij(−1, 1) + Vij(1,−1), see
[16]). Indeed, we use the classical generalized Potts model.

Let us just sketch the principles of this method. We con-
struct a graph G = 〈V,E〉. Nodes vi represent the Xis,
while two terminal nodes s (the source) and t (the sink) are
added. Between two non terminal nodes, the edges are sym-
metric with weight w(vi, vj) = w(vj , vi) = wij . Termi-
nal links are added with the following weights: w(s, vi) =
Di(+1) and w(vi, t) = Di(−1). Looking for a global opti-
mum of the energy function is equivalent to finding an st-cut



of G of minimal cost. This cut partitions the graph G into
two disconnected subgraphs denoted G+ and G− (see Fig-
ure 2) such that (1) s ∈ G+, (2) t ∈ G−, and (3) a sample
Xi is assigned to the positive (resp. negative) class if the
underlying node vi belongs to G+ (resp. G−). Finding the
minimal cut is in turn equivalent to maximizing the flow
from s to t in G [11] and many fast algorithms are available
to find this flow, among which the graph-cut method pro-
posed in [4]. Millions of nodes are handled without difficul-
ties by the original algorithm. Yet, if efficiency becomes an
issue, recent extensions like dynamic graph-cuts[15] or ac-
tive graph-cuts[14] are available for incremental problems
like ours.

3.2. Weighting

A link eij ∈ E is weighted using a correlation function
measuring the similarity of Xi and Xj . The Gaussian
similarity function is wij = exp(−‖Xi − Xj‖2/2σ2).
This weight defines an inner product in a high dimensional
mapping space i.e., there exists a mapping from the input
space into an infinite dimensional Hilbert space such that:
wij = 〈Φ(Xi),Φ(Xj)〉 also denoted k(Xi, Xj). The
choice of the scale parameter σ is crucial and in practice
it is found by cross validation. When σ is underestimated,
i.e., σ → 0, k(Xi, Xj) → 0, so all the edges in G, except
the s and t links, will be assigned the same weights (i.e.
0) and any cut which shatters G into two sub-graphs G+

and G− (such that s ∈ G+ and t ∈ G−) will be a min-cut.
Clearly, the min-cut solution and labeling of the graph is not
unique and unstable. On the other hand an overestimated σ,
i.e., σ → ∞, makes k(Xi, Xj) close to 1 so the number
of edges intervening in a min-cut is minimized (and not
the similarity). When training data show large variations
in scale it is difficult to find an appropriate setting for this
scale parameter (see [10]).

Triangular Kernel: this function introduced in [10] is de-
fined as: wij = kT (Xi, Xj) = −‖Xi −Xj‖.

Proposition. triangular kernel achieves similarity and
(particularly) scale invariant min-cut.

Proof. it is clear that V (Yi, Yj) = 1{Yi 6=Yj} kT (Xi, Xj)
is sub-modular and when using kT (Xi, Xj), the solution
minimizing (3) is rotation and translation invariant. We will
now show that the solution is also scale invariant. For this,
let Sγ = {γX1, ..., γXn} be a scaled version of S. We have

E(Sγ ,Y) =
n∑

i=1

Di (Yi)

+
n∑

i=1

∑

Xj∈Ni
−1{Yi 6=Yj}‖γ Xi − γ Xj‖

(5)

From (4), we have Di (Yi) = γDi (Yi), ∀ γ, hence:

E(Sγ ,Y) = γ
n∑

i=1

Di (Yi)

+ γ
n∑

i=1

∑

Xj∈Ni
−1{Yi 6=Yj}‖Xi −Xj‖

= γ E(S,Y),
(6)

which also results from the fact that the neighbors Ni of
Xi are invariant to a global scaling of S. Consequently,
arg min

Y
E(Sγ ,Y) = arg min

Y
E(S,Y).

Figure 3. This figure shows an example of the evolution (from left
to right) of the min-cut when using iteratively the decision bound-
ary refinement strategy. Data shown in (light) red and green corre-
spond to the aggregated set of samples labeled (so far) by the user
and used for training. Data in (dark) red and green correspond to
a sample set proposed by the display strategy and labeled by the
user.

3.3. Strategies for Display

The goal of a display strategy, at a given iteration t, is
to select a display Dt+1 ⊂ S −

⋃t
k=1Dk minimizing the

generalization error of the next prediction ft+1 of the deci-
sion function, which will hopefully converge to the actual
decision boundary. A brute search strategy which consists
in exploring all possible displaysD in S −⋃tk Dk, building
a decision function f on (

⋃t
k Dk)

⋃D and estimating their
generalization errors is clearly out of hand. In practice, we
have to consider display heuristics.

If our inference method does not use the unlabeled data,
i.e. if we use an inductive learner and not a transductive one,
then the display heuristics are the one of active learning.
Research in this field tells us that one should be cautious in
using these heuristics since many of them, which has never-
theless led to advances in numerous application fields, can
perform worse than the basic display strategy consisting in
choosing uniformly randomly the images of the display (see
[1] and references within for a more detailed discussion).

When we use the unlabeled data by using a transductive
algorithm, the heuristics still rely on the following basic no-
tions: at each iteration, one can select the display in order to
refine the current estimate of the decision boundary or one



can select the display in order to find uncharted territories in
which the actual decision boundary is present. The first dis-
play strategy exploits our knowledge of the likely position
of the decision boundary while the second one explores new
regions. We believe that any good CBIR system should find
the correct balance between exploration and exploitation.

In our work, we use three display strategies which either
explore the different modes of the user’s “class of interest”
and/or refine locally each mode.

1. Exploitation (Decision Boundary Refinement): the dis-
play Dt+1 corresponds to the unlabeled nodes of the
min-cut edges in G (see Figure 3). This strategy is
efficient when the user’s “class of interest” contains a
single mode, i.e. when the part of the input space that
should be labeled “class of interest” is topologically
connected. The goal is to display ambiguous images,
close to the boundary of the “class of interest”, which
might be misclassified by ft. Figure 3 shows an ex-
ample of the evolution of the decision boundary where
at each iteration only images belonging to the min-cut
edges are shown to the user.

2. Exploration (Mode Search): the display Dt+1 is ran-
domly selected among unlabeled samples far from the
decision boundary. This helps searching modes of the
user’s class of interest, mainly when when the latter is
spread (see Figure 4).

3. Combination: the displayDt+1 is selected by combin-
ing the two above strategies. In practice, combination
consists in taking a fraction of the display from ex-
ploitation and an other fraction from exploration.

Figure 4. This figure shows an example of the evolution (from left
to right) of the min-cut when using iteratively the mode search
strategy. Data shown in (light) red and green correspond to the
aggregated set of samples labeled (so far) by the user and used for
training. Data in (dark) red and green correspond to a sample set
proposed by the display strategy and labeled by the user.

4. Experiments
In this section, we demonstrate the validity of relevance

feedback using the graph-cut transducers. We compare it

to popular state-of-the-art methods including support vec-
tor machines and Bayesian inference. The effectiveness is
measured as the expected number of images per class which
are displayed to the user or equivalently the average number
of iterations necessary in order to show a fraction of images
per class.

4.1. Databases

Experiments were conducted on simple databases
(Olivetti and Swedish) as well as difficult ones (Corel). The
Olivetti face database contains 40 persons each one repre-
sented by 10 faces. Each face is processed using histogram
equalization and encoded using kernel principal compo-
nent analysis (KPCA) resulting into 20 coefficients. The
Swedish set contains 15 categories of leaf silhouettes each
one represented by 75 contours. Each contour C is encoded
using 14 coefficients corresponding to the eigenvalues of
KPCA on C [24]. The Corel database contains 90 cate-
gories each one represented by 100 images. This database
is generic and images range from simple objects to natu-
ral scenes with complex background. Each image in this
database is simply encoded using a 3D RGB color his-
togram of 125 dimensions in order to make the classes very
spread so the relevance feedback task is more challenging.
For all those databases the ground truth is provided.

4.2. Benchmarking

We evaluate the performance of our RF scheme using
two measures, recall and generalization. Let Zt be a
random variable standing for the total number of relevant
images returned by the CBIR system until iteration t, i.e.,
those belonging to the user’s “class of interest”. Let K be
the cardinality of the classes of interest, the recall is defined
as E(Zt) =

∑K
r=1 r P (Zt = r), here the randomness

and the expectation of Zt is taken through different classes
of interest. We also measure the performance of our RF
system by the balanced generalization error of the classifier
ft at a given iteration t. This measure is given by:
1
2

∑
i

1
n+

1{ft(Xi) 6= L(Xi)=1} + 1
n−

1{ft(Xi) 6= L(Xi)=−1},
where n+ = # {Xi,L(Xi) = 1}ni=1 and n− = n− n+.

Note: notice that the increase of the recall does not nec-
essarily imply an increase in generalization and vice versa.
The rational is that the former depends mainly on the dis-
play strategy. For instance if the generalization error of the
graph-cut transducer decreases, and if we consider a “bad”
display strategy (as random) then the recall, at a given it-
eration t, might not increase significantly (see Figure 6).
Conversely, if the recall increases by exploring new orthant
of the feature space, this may degrade the performance of
the graph-cut transducer temporarily (for instance; Figure 6,
bottom shows an oscillation of the generalization error, on



the Swedish set, even though the recall is strictly increas-
ing). We choose to show both these two measures as they
are not strictly correlated but complementary.

4.3. Settings

Different settings were experimented for our RF system
including the size of the neighborhood (denoted NN )
when building the graph G and the display strategies. The
choice of these parameters has been experimented and will
be discussed in this section for different test sets.
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Figure 5. This picture shows the variation of the recall and gen-
eralization with respect to the number of neighbors in the graph;
using the Olivetti(top) and the Swedish(bottom). For both cases
we reach the highest recall when NN = 4. We use the local
boundary refinement strategy for the display.

Topology: the parameter NN (the degree of the graph
G) is very dependent on the topology of the manifold
enclosing the training set (particularly on its curvature). In
practice, we set different values of NN and we estimate
the best recall and generalization performances of our
RF system. The results show that the best performance
are achieved when NN = 4 on both the Olivetti and the
Swedish sets (see Figure 5).

Display strategies: we also investigated the impact of
the display strategies on the performance of our RF sys-
tem. Figure 6, shows the recall and the generalization error
for different strategies. It appears that the local boundary
refinement strategy outperforms the combined exploitation-
exploration; the rational is that the Olivetti and the Swedish
sets contain homogeneous classes, so it makes more sense
to refine the search locally than exploring new modes. In
the case of Corel the results show that the combined strategy
provides better results in terms of recall and generalization,
as the modes of the “classes of interest” are spread. This

improvement is brought mainly at the end of the interaction
process; when all the modes were explored (see Figure 6,
bottom).
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Figure 6. This picture shows a comparison of display strategies on
Olivetti(top), Swedish(middle) and Corel(bottom) databases.

4.4. Comparison

We compared our method to standard representative rel-
evance feedback tools including Bayesian inference (based
on Parzen windows) and support vector machines (SVMs)
which are reported to be one of the best tools in relevance
feedback (see for instance [30]) as they generalize well
even with few labeled samples. In both SVMs and Parzen
estimators we use exactly the same kernel function (i.e.,
triangular) and the same display strategy as graph-cuts (i.e.,
combined exploration exploitation). An extensive study
in [9] showed that SVM based relevance feedback using
the triangular kernel achieved far better results than other
kernels, so we limit our comparison to SVM and Parzen
using this kernel only.

The results reported in Figure 7 (see also Figure 8), show
that in almost all the cases, the recall and the generalization
performances of relevance feedback (using graph-cuts) are
better than SVMs and Parzen based RF. The diagrams in
the middle of this figure, shows an exception where SVMs
achieved the best performance in generalization but not in
recall so again these two measures are not strictly corre-
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Figure 7. This picture shows a comparison of graph-cuts with
respect to SVMs and Parzen estimator on the Olivetti(top), the
Swedish (middle) and the Corel (bottom) databases.

Figure 8. An example of an RF session on Corel database. First
results found after submitting the top left image as a query (left)
the result of RF after 5 iterations.

lated. The out-performance of relevance feedback using
graph-cuts appears in (1) the fact that the generalization er-
ror reaches its smallest value mainly at the end of the inter-
action process and (2) the fact that the area under the recall
curve is clearly the largest1.

5. Discussion and Conclusion

We introduced in this work an original approach for
relevance feedback based on graph-cuts transducers. This
work demonstrates clearly that our variational approach is

1Even though the area under the curve is not computed in this paper, it
is easy to spot the difference of this area mainly for recall.

effective in order to handle transductive learning. The latter
shows a clear and consistent improvement with respect
to the most powerful and used techniques in relevance
feedback including SVMs and Parzen windows. This is
achieved by incorporating the structure of the unlabeled
data in the training process. In contrast to inductive learn-
ing, the propagation of the labels on unseen data is carried
out as a part of the training process, thereby improving the
generalization and the recall performances.

The success of our relevance feedback system comes
also from the display strategy which guides the search
process. This search is implemented using a graph which
models the topology of the manifold enclosing the training
database and helps us to find and explore ambiguous
data efficiently. We conclude that for simple databases,
containing homogeneous classes, we need only to explore
samples close to the decision boundary and this is translated
into picking the data of the min-cut edges. When showing
those images, the user will actively correct the labeling of
unseen data and helps the RF system to refine the decision
boundary locally. On the other-hand when the database is
difficult, i.e., contains spread classes with several modes it
is important to get an active feedback from the user on both
ambiguous images as well as on a subset taken randomly,
i.e. both exploitation and exploration are then required.

Other different settings were explored in this paper
including the choice of the topology (choice of the degree
of the graph) and the kernel similarity function. Indeed,
the choice of the kernel is very prominent and the trian-
gular kernel is a good candidate. Beside its rotation and
translation invariance, also achieved by the Gaussian one,
our proposed kernel is also scale invariant and in practice it
shows good performance in RF. Notice that we limited our
comparison (to SVMs and Parzen windows) using only this
kernel since previous works have shown that the triangular
kernel outperforms significantly the traditional Gaussian
kernel.

Finally, as a future work, we will investigate the applica-
tion of this method to large scale databases and incremental
graph-cuts for efficient training and classification.
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