
Generative Models; 
Vision & Language

Gül Varol 
IMAGINE team, École des Ponts ParisTech 

gul.varol@enpc.fr 

http://imagine.enpc.fr/~varolg/ 

@RecVis, 21.11.2023

With many slides from: L. Lazebnik, F.-F. Li, J. Johnson, S. Yeung, F. Fleuret and others

————————-——————-——————- Object recognition and computer vision 2023 ————-——————————-——————-

mailto:gul.varol@enpc.fr


1)   [J. Ponce]   Camera geometry, image processing 

2)   [G. Varol]   Instance-level recognition 

3)   [A. Joulin]  Supervised learning; Introduction to deep learning 

4)   [G. Varol]   Neural networks for visual recognition 

5)   [G. Varol]   Object detection, Segmentation, Human pose 

6)   [J. Sivic]      Efficient visual search 

7)   [G. Varol]   Generative models; Vision & language 

8)   [I. Laptev]   Weakly-, self-supervised learning; Robotics (Nov 28) 

9)   [C. Schmid] Videos (Dec 5) 

10) [M. Aubry]  3D (Dec 12) 
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•Symbolic object categories

Image Classification Object Detection

Instance

Lin et al. “Microsoft COCO: Common Objects in Context”

Recap: Visual recognition so far
Segmentation Human Pose

Semantic

Panoptic,
Promptable …

‣Class labels ‣Bounding box

‣Pixel-wise labels

‣Structured 
output

•Objects in images



Today
‣Class labels

‣Bounding box

‣Pixel-wise labels

‣ Image

Part 1: Generative models

‣Structured 
output

Analysis

Synthesis



Today
‣Class labels

‣Bounding box

‣Pixel-wise labels

‣ Image

‣Structured 
output

•Symbolic (object) categories

Part 2: Vision & Language

•Free-form text (language)

Part 1: Generative models

Analysis

Synthesis



Agenda
1. Generative neural networks 

• VAE: Variational autoencoders 
• GAN: Generative adversarial networks 
• Diffusion models 

2. Vision & language 
• Text-to-image retrieval 
• Text-to-image generation 
• Image captioning
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Generative models

9

•Disclaimer: “Generative” is an overloaded term. 
- In this lecture’s context, we are concerned with 
   generating (synthesizing) images with neural networks. 

•A lot of buzz around a new term “Generative AI” (same thing) 
   = models capable of generating media, 
      typically text or images 
      based on input text/prompt.



https://probml.github.io/pml-book/book2.htmlFurther reading:

https://probml.github.io/pml-book/book2.html
http://www.apple.com/uk


Why Generative Models?

11

•Creativity/arts, super-resolution,… 
•Can create synthetic data for training  
•Can provide useful feature representations 
•Data compression 
•…



Generative (image synthesis) tasks

12

•Unconditional 
•Conditioned on class label 
•Conditioned on image 
•Conditioned on text 
•…



Generative tasks

13

• Unconditional generation: learn to sample from the distribution 
represented by the training set 

• Unsupervised learning task



Generative tasks
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• Generation conditioned on class label

Figure source

https://arxiv.org/pdf/1805.08318.pdf


Generative tasks
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• Generation conditioned on image 
    or image-to-image translation

P. Isola, J.-Y. Zhu, T. Zhou, A. Efros, Image-to-Image Translation with Conditional Adversarial Networks, CVPR 2017

https://phillipi.github.io/pix2pix/


Generative tasks

16

• Generation conditioned on text

A. Ramesh et al. Hierarchical text-conditional image generation with CLIP latents. 2022

Vibrant portrait painting of Salvador 
Dali with a robotic half face

A close up of a handpalm with 
leaves growing from it

https://cdn.openai.com/papers/dall-e-2.pdf


Designing a network for generative tasks

17

1. We need an architecture that can generate an image 
• Recall upsampling architectures for dense prediction

Random 
seed or 

latent code

Unconditional 
generation



Designing a network for generative tasks

18

1. We need an architecture that can generate an image 
• Recall upsampling architectures for dense prediction

Image-to-image translation



Designing a network for generative tasks
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1. We need an architecture that can generate an image 
• Recall upsampling architectures for dense prediction 

2. We need to design the right loss function and training framework



Learning to sample

20

• Given training data, generate new samples from same distribution

Training data  ! ~ "data Generated samples  ! ~ "model

We want to learn  that matches  "model "data

Adapted from Stanford CS231n

http://cs231n.stanford.edu/slides/2018/cs231n_2018_lecture12.pdf
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What is an autoencoder?

22

• Encoder + Decoder with a bottleneck z 

• Reconstruction loss (x’,x)

Encoder Decoderz x’x



Variational Autoencoders (VAEs)

23

Encoder Decoderz x’x

qϕ(z |x) pθ(x |z)

compress samples to a low-
dimensional representation

generate 
samples

Learns to: Learns to:

D. Kingma and M. Welling, Auto-Encoding Variational Bayes, ICLR 2014

• Autoencoder with structured bottleneck 
• At training time, jointly learn encoder and decoder by maximizing a variational bound 

on the data likelihood, with 2 loss terms: (1) KL divergence and (2) Reconstruction

https://arxiv.org/pdf/1312.6114.pdf


Variational Autoencoders (VAEs)

24

• Autoencoder with structured bottleneck 
• At training time, jointly learn encoder and decoder by maximizing a variational bound 

on the data likelihood, with 2 loss terms: (1) KL divergence and (2) Reconstruction

Encoder Decoderz x’x

qϕ(z |x) pθ(x |z)

z = μ + σ ⊙ ϵ

ϵ ∼ $(0,I) x ≈ x′ 

μ

σ

Loss#2: ReconstructionLoss#1: KL[                        ]$(μ, σ), $(0,I)

D. Kingma and M. Welling, Auto-Encoding Variational Bayes, ICLR 2014

(Reparameterization)

https://arxiv.org/pdf/1312.6114.pdf


Variational Autoencoders (VAEs)
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Decoderz x’Random noise
pθ(x |z)

• Autoencoder with structured bottleneck 
• At training time, jointly learn encoder and decoder by maximizing a variational bound 

on the data likelihood, with 2 loss terms: (1) KL divergence and (2) Reconstruction 
• At test time, discard encoder and use decoder to sample from the learned distribution

$(0,I)

D. Kingma and M. Welling, Auto-Encoding Variational Bayes, ICLR 2014

https://arxiv.org/pdf/1312.6114.pdf


Original VAE results

26

• Learned 2D “manifolds”:

D. Kingma and M. Welling, Auto-Encoding Variational Bayes, ICLR 2014

https://arxiv.org/pdf/1312.6114.pdf


Original VAE results

27Image source

https://github.com/WojciechMormul/vae


VAE pros and cons

28

• Pros:  
• Principled mathematical formalism for generative models  
• Allows inference of code given image, can be useful for controlling the latent space 

• Cons:  
• Samples blurrier and lower quality compared to GANs 

• Active areas of research:  
• More powerful and flexible approximations for relevant probability distributions  
• Combining VAEs and GANs 

• Incorporating structure in latent variables, e.g., hierarchical or categorical distributions

Adapted from J. Johnson

https://web.eecs.umich.edu/~justincj/slides/eecs498/498_FA2019_lecture19.pdf


Vector Quantised Variational AutoEncoder (VQ-VAE)

29

• “We show that a discrete latent model (VQ-VAE) performs as well as its continuous 
model counterparts in log-likelihood.”

A. van den Oord, O. Vinyals, K. Kavukcuoglu, Neural Discrete Representation Learning, NeurIPS 2017

https://arxiv.org/abs/1711.00937


Generating better samples: VQ-VAE-2

30

• Combining VAE and autoregressive models:
Train a VAE-like model to generate 

multiscale grids of latent codes
Use a multiscale autoregressive 
model (PixelCNN) to sample in 

latent code space

A. Razavi, A. van den Oord, O. Vinyals, Generating Diverse High-Fidelity Images with VQ-VAE-2, NeurIPS 2019

Hierarchical

https://arxiv.org/pdf/1906.00446.pdf


Generating better samples: VQ-VAE-2

31

• 256 x 256 class-conditional samples, trained on ImageNet:

A. Razavi, A. van den Oord, O. Vinyals, Generating Diverse High-Fidelity Images with VQ-VAE-2, NeurIPS 2019

https://arxiv.org/pdf/1906.00446.pdf


Generating better samples: VQ-VAE-2

32

• 1024 x 1024 generated faces, trained on FFHQ:

A. Razavi, A. van den Oord, O. Vinyals, Generating Diverse High-Fidelity Images with VQ-VAE-2, NeurIPS 2019

https://arxiv.org/pdf/1906.00446.pdf


Combining VAEs and Transformers: DALL-E

33

•Train an encoder similar to VQ-VAE to compress images to 32x32 grids of 
discrete tokens (each assuming 8192 values) 

•Concatenate with text strings, learn a joint sequential transformer model that can 
be used to generate image based on text prompt

A. Ramesh et al., Zero-Shot Text-to-Image Generation, ICML 2021, https://openai.com/blog/dall-e/

We will come back to text-conditioning.

https://arxiv.org/pdf/2102.12092.pdf
https://openai.com/blog/dall-e/
https://openai.com/blog/dall-e/
https://openai.com/blog/dall-e/
https://openai.com/blog/dall-e/
https://openai.com/blog/dall-e/
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• Train two networks with opposing objectives:

I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, S. Ozair, A. Courville, Y. Bengio, Generative adversarial nets, NeurIPS 2014

“Fake”

“Real”

z x’Generator

G(z)

x

Discriminator

D(x)
0

Discriminator

D(x)
1

Random noise

distinguish between generated and 
real samples (gradient reversal) 

generate 
samples

Learns to:Learns to:

Generative Adversarial Networks (GANs)

http://papers.nips.cc/paper/5423-generative-adversarial-nets.pdf


Generative Adversarial Networks (GANs)

36

z x’x Discriminator

D(x)
Generator

G(z)
0/1x’GAN

I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, S. Ozair, A. Courville, Y. Bengio, Generative adversarial nets, NeurIPS 2014

• Train two networks with opposing objectives:

http://papers.nips.cc/paper/5423-generative-adversarial-nets.pdf


Generative Adversarial Networks (GANs)

37Adapted from: https://lilianweng.github.io/posts/2021-07-11-diffusion-models/

Encoder Decoderz x’x

qϕ(z |x) pθ(x |z)

μ

σ

z x’x Discriminator

D(x)
Generator

G(z)
0/1x’

VAE

GAN 
implicit density, 

i.e., no well-defined 
density p(x)

https://lilianweng.github.io/posts/2021-07-11-diffusion-models/


GAN objective

38

• Discriminator  outputs the probability that the sample  is real.  

• We want  to be close to 1 for real data and close to 0 for fake. 

• Expected conditional log likelihood for 

            real        and      generated data:    

((!) !

((!)

= '!~"data
log((!)  +  ')~"log(1 − ((*())))

We seed the generator with noise  
drawn from a simple distribution  

(Gaussian or uniform)

)
"

I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, S. Ozair, A. Courville, Y. Bengio, Generative adversarial nets, NeurIPS 2014

http://papers.nips.cc/paper/5423-generative-adversarial-nets.pdf


GAN objective
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• The discriminator wants to correctly distinguish real and fake samples: 

• The generator wants to fool the discriminator: 

• Train the generator and discriminator jointly in a minimax game

+(*, () = '!~"data
log((!) + ')~"log(1 − ((*())))

(∗ = arg max( +(*, ()

*∗ = arg min* +(*, ()

I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, S. Ozair, A. Courville, Y. Bengio, Generative adversarial nets, NeurIPS 2014

http://papers.nips.cc/paper/5423-generative-adversarial-nets.pdf


GAN: Schematic picture

40

• Update discriminator: push  close to 1 and  close to 0 
• The generator is a “black box” to the discriminator

((!data) ((*()))

) * (
*())

((*()))

!data

((!data)

I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, S. Ozair, A. Courville, Y. Bengio, Generative adversarial nets, NeurIPS 2014

http://papers.nips.cc/paper/5423-generative-adversarial-nets.pdf


GAN: Schematic picture
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• Update generator: increase  
• Requires back-propagating through the composed generator-discriminator 

network (i.e., the discriminator cannot be a black box) 
• The generator is exposed to real data only via the output of the discriminator 

(and its gradients)

((*()))

) * ( ((*()))
*())

I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, S. Ozair, A. Courville, Y. Bengio, Generative adversarial nets, NeurIPS 2014

http://papers.nips.cc/paper/5423-generative-adversarial-nets.pdf


GAN:

42

• Test time – the discriminator is discarded

) * *())

I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, S. Ozair, A. Courville, Y. Bengio, Generative adversarial nets, NeurIPS 2014

http://papers.nips.cc/paper/5423-generative-adversarial-nets.pdf


VAEs vs. GANs

43

((*()))

VAEs offer more control over the latent space, explicit encoding

z x’

x

Generator

G(z)

VAE training

GAN training 
implicit density, 

i.e., no well-defined 
density p(x)

Encoder Decoderz x’x

qϕ(z |x) pθ(x |z)

μ

σ

Discriminator

D(x)

((!data)



Problems with GAN training
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• Stability 
• Parameters can oscillate or diverge, generator loss does not correlate with 

sample quality 

• Behavior very sensitive to hyperparameter selection



Problems with GAN training
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• Mode collapse 
• Generator ends up modeling only a small subset of the training data

Source

Source

https://medium.com/@jonathan_hui/gan-why-it-is-so-hard-to-train-generative-advisory-networks-819a86b3750b
https://arxiv.org/pdf/1701.00160.pdf


Original GAN results
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Nearest real image for 
sample to the left

MNIST digits Toronto Face Dataset

I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, S. Ozair, A. Courville, Y. Bengio, Generative adversarial nets, NeurIPS 2014

http://papers.nips.cc/paper/5423-generative-adversarial-nets.pdf


Original GAN results
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CIFAR-10 (FC networks) CIFAR-10 (conv networks)

I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, S. Ozair, A. Courville, Y. Bengio, Generative adversarial nets, NeurIPS 2014

http://papers.nips.cc/paper/5423-generative-adversarial-nets.pdf


• Early, influential convolutional architecture for generator
DCGAN (Deep Convolutional GAN)

48A. Radford, L. Metz, S. Chintala, Unsupervised representation learning with deep convolutional generative adversarial networks, ICLR 2016

Four transposed convolution layers 
with output stride of 2 for upsampling, 

followed by ReLU activations Tanh activations 
in the last layer

Uniformly 
distributed 

input

Linear 
transformation

https://arxiv.org/pdf/1511.06434.pdf


• Early, influential convolutional architecture for generator 
• Discriminator architecture (empirically determined to give best 

training stability): 
- Don’t use pooling, only strided convolutions 
- Use Leaky ReLU activations (sparse gradients cause problems for training) 
- Use only one FC layer before the softmax output 
- Use batch normalization after most layers (in the generator also)

DCGAN

49A. Radford, L. Metz, S. Chintala, Unsupervised representation learning with deep convolutional generative adversarial networks, ICLR 2016

https://arxiv.org/pdf/1511.06434.pdf


DCGAN results
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Generated bedrooms after one epoch

A. Radford, L. Metz, S. Chintala, Unsupervised representation learning with deep convolutional generative adversarial networks, ICLR 2016

https://arxiv.org/pdf/1511.06434.pdf


DCGAN results
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Generated bedrooms after five epochs

A. Radford, L. Metz, S. Chintala, Unsupervised representation learning with deep convolutional generative adversarial networks, ICLR 2016

https://arxiv.org/pdf/1511.06434.pdf


DCGAN results

52

Interpolation between different points in the z space

A. Radford, L. Metz, S. Chintala, Unsupervised representation learning with deep convolutional generative adversarial networks, ICLR 2016

https://arxiv.org/pdf/1511.06434.pdf


DCGAN results
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• Vector arithmetic in the z space

A. Radford, L. Metz, S. Chintala, Unsupervised representation learning with deep convolutional generative adversarial networks, ICLR 2016

 “Experiments working on only single samples per concept were unstable, but averaging the Z vector for three examplars showed consistent and stable generations that semantically obeyed the arithmetic.”

average z average z average z

https://arxiv.org/pdf/1511.06434.pdf


DCGAN results
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• Vector arithmetic in the z space

 “Experiments working on only single samples per concept were unstable, but averaging the Z vector for three examplars showed consistent and stable generations that semantically obeyed the arithmetic.”

A. Radford, L. Metz, S. Chintala, Unsupervised representation learning with deep convolutional generative adversarial networks, ICLR 2016

average z average z average z

https://arxiv.org/pdf/1511.06434.pdf


Hybrid approaches: 
e.g., Combining VAEs and GANs

55A. Larsen, S. Sonderby, H. Larochelle, O. Winther, Autoencoding beyond pixels using a learned similarity metric, ICML 2016

• Define decoder probability model  not in terms of 
reconstruction errors in pixel space, but in terms of errors in 
discriminator feature space

",(! |))

VAE

VAE/GAN

GAN

http://proceedings.mlr.press/v48/larsen16.pdf


Fast-forwarding a little…

56Source

DCGANGAN

Progressive GAN 
[2018]

StyleGAN 
[2019]

BigGAN 
[2019]

Pix2Pix 
[2017]

CycleGan 
[2017]

https://deephunt.in/the-gan-zoo-79597dc8c347
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• Pix2Pix, CycleGan (image-conditioned)

T. Karras, T. Aila, S. Laine, J. Lehtinen. Progressive Growing of GANs for Improved Quality, Stability, and Variation. ICLR 2018

T. Karras, S. Laine, T. Aila. A Style-Based Generator Architecture for Generative Adversarial Networks. CVPR 2019

A. Brock, J. Donahue, K. Simonyan, Large scale GAN training for high fidelity natural image synthesis, ICLR 2019

T. Karras et al. Analyzing and Improving the Image Quality of StyleGAN. CVPR 2020

Progress in GANs

D. Bau et al. GAN Dissection: Visualizing and understanding generative adversarial networks. ICLR 2019

J.-Y. Zhu, T. Park, P. Isola, A. Efros, Unpaired Image-to-Image Translation Using Cycle-Consistent Adversarial Networks, ICCV 2017

P. Isola, J.-Y. Zhu, T. Zhou, A. Efros, Image-to-Image Translation with Conditional Adversarial Networks, CVPR 2017

• Progressive GAN, StyleGAN, StyleGan2 (higher quality)

• GAN Dissection (interpretability)

• BigGan (class-conditioned)

…

https://openreview.net/pdf?id=Hk99zCeAb
https://arxiv.org/pdf/1812.04948.pdf
https://arxiv.org/pdf/1809.11096.pdf
https://openaccess.thecvf.com/content_CVPR_2020/papers/Karras_Analyzing_and_Improving_the_Image_Quality_of_StyleGAN_CVPR_2020_paper.pdf
http://bzhou.ie.cuhk.edu.hk/publication/iclr19_gandissection.pdf
https://junyanz.github.io/CycleGAN/
https://junyanz.github.io/CycleGAN/
https://phillipi.github.io/pix2pix/


Progress in GANs: Faces

58



Progressive GANs

59T. Karras, T. Aila, S. Laine, J. Lehtinen. Progressive Growing of GANs for Improved Quality, Stability, and Variation. ICLR 2018

Realistic face images up to 1024 x 1024 resolution

https://openreview.net/pdf?id=Hk99zCeAb


Progressive GANs

60

• Key idea: train lower-resolution models, gradually add layers 
corresponding to higher-resolution outputs

Source

T. Karras, T. Aila, S. Laine, J. Lehtinen. Progressive Growing of GANs for Improved Quality, Stability, and Variation. ICLR 2018

https://cdn-images-1.medium.com/max/1600/1*tUhgr3m54Qc80GU2BkaOiQ.gif
https://openreview.net/pdf?id=Hk99zCeAb


Progressive GANs: Results

61

256 x 256 results for LSUN categories

“A separate network was trained for each category using identical parameters.”



StyleGAN: Results

62T. Karras, S. Laine, T. Aila. A Style-Based Generator Architecture for Generative Adversarial Networks. CVPR 2019

Built on top of Progressive GAN

https://arxiv.org/pdf/1812.04948.pdf


GAN Dissection

63D. Bau et al. GAN Dissection: Visualizing and understanding generative adversarial networks. ICLR 2019

http://bzhou.ie.cuhk.edu.hk/publication/iclr19_gandissection.pdf


GAN Dissection

64

GAN dissection allows us to ask:
1. Does the network learn internal neurons that match meaningful concepts?
2. Do these sets of neurons merely correlate with objects, or does the GAN use those 

neurons to reason about objects?
3. Can causal neurons be manipulated to improve the output of a GAN?

D. Bau et al. GAN Dissection: Visualizing and understanding generative adversarial networks. ICLR 2019

http://bzhou.ie.cuhk.edu.hk/publication/iclr19_gandissection.pdf


GAN Dissection
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• Dissection: measure agreement between a unit and a concept

D. Bau et al. GAN Dissection: Visualizing and understanding generative adversarial networks. ICLR 2019

http://bzhou.ie.cuhk.edu.hk/publication/iclr19_gandissection.pdf


GAN Dissection
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• Intervention: measure the causal effect of a set of units and a concept

D. Bau et al. GAN Dissection: Visualizing and understanding generative adversarial networks. ICLR 2019

http://bzhou.ie.cuhk.edu.hk/publication/iclr19_gandissection.pdf


GAN Dissection

67

“The network also understands when it can and cannot compose objects. For example, turning on neurons for a 
door in the proper location of a building will add a door. But doing the same in the sky or on a tree will typically 
have no effect. This structure can be quantified.”

D. Bau et al. GAN Dissection: Visualizing and understanding generative adversarial networks. ICLR 2019

http://bzhou.ie.cuhk.edu.hk/publication/iclr19_gandissection.pdf


GANPaint demo

68

https://ganpaint.io/

D. Bau et al. GAN Dissection: Visualizing and understanding generative adversarial networks. ICLR 2019

(Demo currently not available)

https://ganpaint.io/
http://bzhou.ie.cuhk.edu.hk/publication/iclr19_gandissection.pdf


Parenthesis: 
(Conditional generation



Conditional generation

70

• One may want to control the generation, e.g., instead of a random 
image sample, generating for a given: 

• category label (class conditioning), 
• natural language description (text conditioning), 
• … 

• Simply add the condition as input.



Generator

G(z)
Discriminator

D(x)

Conditional GANs:

71

• To condition the generation of samples on discrete side information 
(e.g., label) , we need to add  as an input to both generator 
and discriminator

- -

)
*())

((*()))



Conditional GANs:

72

• To condition the generation of samples on discrete side information 
(e.g., label) , we need to add  as an input to both generator 
and discriminator

- -

*(), -)
((*(), -), -)

- -
Generator

G(z)
Discriminator

D(x)
)



Encoder Decoder

73

• To condition the generation of samples on discrete side information 
(e.g., label) , we need to add  as an input to both encoder and 
decoder

- -

! !̂)

Conditional VAEs:
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• To condition the generation of samples on discrete side information 
(e.g., label) , we need to add  as an input to both encoder and 
decoder

- -

- -
Encoder Decoder! !̂)

Conditional VAEs:



Parenthesis Closed: 
Conditional generation)



BigGAN

76

• Class-conditional generation of ImageNet images up to  
512 x 512 resolution

A. Brock, J. Donahue, K. Simonyan, Large scale GAN training for high fidelity natural image synthesis, ICLR 2019

https://arxiv.org/pdf/1809.11096.pdf


BigGAN: Results

77

• Interpolation between class  with noise  held constant:. )



BigGAN: Results
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• Interpolation between  pairs:.,  )



BigGAN: Results
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• Difficult classes:

• Human bodies are still difficult today in 2023
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• Pix2Pix, CycleGan (image-conditioned)

T. Karras, T. Aila, S. Laine, J. Lehtinen. Progressive Growing of GANs for Improved Quality, Stability, and Variation. ICLR 2018

T. Karras, S. Laine, T. Aila. A Style-Based Generator Architecture for Generative Adversarial Networks. CVPR 2019

A. Brock, J. Donahue, K. Simonyan, Large scale GAN training for high fidelity natural image synthesis, ICLR 2019

T. Karras et al. Analyzing and Improving the Image Quality of StyleGAN. CVPR 2020

Progress in GANs

D. Bau et al. GAN Dissection: Visualizing and understanding generative adversarial networks. ICLR 2019

J.-Y. Zhu, T. Park, P. Isola, A. Efros, Unpaired Image-to-Image Translation Using Cycle-Consistent Adversarial Networks, ICCV 2017

P. Isola, J.-Y. Zhu, T. Zhou, A. Efros, Image-to-Image Translation with Conditional Adversarial Networks, CVPR 2017

• Progressive GAN, StyleGAN, StyleGan2 (higher quality)

• GAN Dissection (interpretability)

• BigGan (class-conditioned)

…

https://openreview.net/pdf?id=Hk99zCeAb
https://arxiv.org/pdf/1812.04948.pdf
https://arxiv.org/pdf/1809.11096.pdf
https://openaccess.thecvf.com/content_CVPR_2020/papers/Karras_Analyzing_and_Improving_the_Image_Quality_of_StyleGAN_CVPR_2020_paper.pdf
http://bzhou.ie.cuhk.edu.hk/publication/iclr19_gandissection.pdf
https://junyanz.github.io/CycleGAN/
https://junyanz.github.io/CycleGAN/
https://phillipi.github.io/pix2pix/


Paired image-to-image translation

81P. Isola, J.-Y. Zhu, T. Zhou, A. Efros, Image-to-Image Translation with Conditional Adversarial Networks, CVPR 2017

• Deterministic

https://phillipi.github.io/pix2pix/


Image-to-image translation

82

• Produce modified image  conditioned on input image   
(note change of notation) 

• Generator receives  as input 
• Discriminator receives an pair and has to decide 

whether it is real or fake

- !

!
!,  - 



Image-to-image translation

83

• Generator architecture: U-Net 

• Note: no  used as input, transformation is basically 
deterministic

)



Image-to-image translation
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Effect of adding skip connections to the generator

with 
skip connections

without 
skip connections

• Generator architecture: U-Net



Image-to-image translation
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• Generator loss: GAN loss plus L1 reconstruction penalty 

*∗ = argmin*max(ℒ*01(*, () + 2 ∑
3

-3 − *(!3) 1



Image-to-image translation: Results
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• Translating between maps and aerial photos



Image-to-image translation: Results
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• Semantic labels to scenes



Image-to-image translation: Results
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• Scenes to semantic labels



Image-to-image translation: Results
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• Semantic labels to facades



Image-to-image translation: Results
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• Day to night



Image-to-image translation: Results
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• Edges to photos



Image-to-image translation: Results
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• pix2pix demo

https://affinelayer.com/pixsrv/


Pix2pix: Limitations

93

• Visual quality could be improved 

• Requires pairs for training 

• Does not model conditional distribution , returns a single mode 
instead

!,  - 

4(- |!)



Unpaired image-to-image translation
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• Given two unordered image collections  and , learn to “translate” 
an image from one into the other and vice versa

5 6

J.-Y. Zhu, T. Park, P. Isola, A. Efros, Unpaired Image-to-Image Translation Using  
Cycle-Consistent Adversarial Networks, ICCV 2017

https://junyanz.github.io/CycleGAN/
https://junyanz.github.io/CycleGAN/


Unpaired image-to-image translation
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• Given two unordered image collections  and , learn to “translate” 
an image from one into the other and vice versa

5 6

J.-Y. Zhu, T. Park, P. Isola, A. Efros, Unpaired Image-to-Image Translation Using  
Cycle-Consistent Adversarial Networks, ICCV 2017

https://junyanz.github.io/CycleGAN/
https://junyanz.github.io/CycleGAN/


CycleGAN

96

• Given: domains  and  

• Train two generators  and  and two discriminators  and  
•  translates from  to ,  translates from  to  
• recognizes images from ,  from 
• Cycle consistency: we want  and 

5 6

7 * (5 (6
* 5 6 7 6 5
(5  5 (6 6

7(*(!)) ≈ ! *(7(-)) ≈ -



CycleGAN
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• Illustration of cycle consistency:



CycleGAN: Results
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• Translation between maps and aerial photos



CycleGAN: Results
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• Other pix2pix tasks



CycleGAN: Results
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• Tasks for which paired data is unavailable



CycleGAN: Results
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• Style transfer



CycleGAN: Failure cases

102



CycleGAN: Failure cases

103



CycleGAN: Limitations

104

• Cannot handle shape changes (e.g., dog to cat) 

• Can get confused on images outside of the training domains (e.g., 
horse with rider) 

• Cannot close the gap with paired translation methods 

• Does not account for the fact that one transformation direction may 
be more challenging than the other



Multimodal image-to-image translation

105

J.Y. Zhu, R. Zhang, D. Pathak, T. Darrell, A. A. Efros, O. Wang, E. Shechtman,  
Toward Multimodal Image-to-Image Translation, NIPS 2017

https://arxiv.org/pdf/1711.11586.pdf


Human generation conditioned on pose

106C. Chan, S. Ginosar, T. Zhou, A. Efros. Everybody Dance Now. ICCV 2019

https://www.youtube.com/watch?v=PCBTZh41Ris

https://carolineec.github.io/everybody_dance_now/

https://arxiv.org/pdf/1808.07371.pdf
https://www.youtube.com/watch?v=PCBTZh41Ris
https://www.youtube.com/watch?v=PCBTZh41Ris
https://carolineec.github.io/everybody_dance_now/
https://carolineec.github.io/everybody_dance_now/
https://carolineec.github.io/everybody_dance_now/
https://carolineec.github.io/everybody_dance_now/
https://carolineec.github.io/everybody_dance_now/


Agenda
1. Generative neural networks 

• VAE: Variational autoencoders 
• GAN: Generative adversarial networks 
• Diffusion models 

2. Vision & language 
• Text-to-image retrieval 
• Text-to-image generation 
• Image captioning

107



Diffusion models: 

108Edan Meyer: Stable Diffusion - What, Why, How?

“easy to convert structured data into noise”*

Forward (diffusion) process

After enough steps, we have zT ∼ N(0,1)
*[Murphy 2023]

e.g., (T ~ 1000)

https://www.youtube.com/watch?v=ltLNYA3lWAQ


Diffusion models

109Edan Meyer: Stable Diffusion - What, Why, How?

“hard to convert noise into structured data”*

*[Murphy 2023]

https://www.youtube.com/watch?v=ltLNYA3lWAQ


Diffusion models

110Edan Meyer: Stable Diffusion - What, Why, How?

Reverse (denoising) process

https://www.youtube.com/watch?v=ltLNYA3lWAQ


Diffusion models: Learning to denoise/reverse

111

Denoiser 
Network

Step 1 LabelInputs

ConditionCan add:

Estimate either: 
the denoised image, or 
the noise itself



112

Denoiser

Step 1

Denoiser

=

Step 2

Diffusion models: Learning to denoise/reverse



Diffusion models: Test time

113

Step 1Step T

Denoiser Denoiser

Step T-1

Denoiser…



Diffusion models

114
J. Ho et al. Denoising diffusion probabilistic models. NeurIPS 2020  
Blog introduction: https://lilianweng.github.io/posts/2021-07-11-diffusion-models/

Unconditional CIFAR10 sample generation

“Noise schedule”?: linear, cosine etc

https://proceedings.neurips.cc/paper/2020/file/4c5bcfec8584af0d967f1ab10179ca4b-Paper.pdf
https://lilianweng.github.io/posts/2021-07-11-diffusion-models/


J. Ho and T. Salimans. Classifier-free diffusion guidance. In NeurIPS 2021 
Workshop on Deep Generative Models and Downstream Applications, 2021.

Diffusion models: Conditioning

Denoiser 
Network

Step 1 Label

Randomly drop the condition (e.g., set it to zeros)!Condition



Diffusion models vs GANs / VAEs

116Source: https://lilianweng.github.io/posts/2021-07-11-diffusion-models/

Encoder Decoderz x’x
qϕ(z |x) pθ(x |z)

z x’x Discriminator

D(x)

Generator
G(z)

0/1x’

VAE

GAN

x1 x2 zx0 …Diffusion

Adversarial 
training

Maximize variational 
lower bound

Gradually add Gaussian 
noise and then reverse

https://lilianweng.github.io/posts/2021-07-11-diffusion-models/


Diffusion models vs GANs / VAEs

117

Encoder Decoderz x’x
qϕ(z |x) pθ(x |z)

z x’x Discriminator

D(x)

Generator
G(z)

0/1x’

VAE

GAN

x1 x2 zx0 …Diffusion

Adversarial 
training

Maximize variational 
lower bound

Gradually add Gaussian 
noise and then reverse

x’x̂1x̂T−1 …



Diffusion models vs GANs / VAEs
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Encoder Decoderz x’x
qϕ(z |x) pθ(x |z)

z x’x Discriminator

D(x)

Generator
G(z)

0/1x’

VAE

GAN

x1 x2 zx0 …Diffusion

Adversarial 
training

Maximize variational 
lower bound

Gradually add Gaussian 
noise and then reverse

x’… x̂1x̂T−1



x

Diffusion models: Latent diffusion

119

Encoder Decoderz x’x
qϕ(z |x) pθ(x |z)

z x’x Discriminator

D(x)

Generator
G(z)

0/1x’

VAE

GAN

x1 x2 zx0 …Diffusion

Adversarial 
training

Maximize variational 
lower bound

Gradually add Gaussian 
noise and then reverse

x’… x̂1x̂T−1

Latent Diffusion x1 x2 zx0 … x0… x̂1x̂T−1 x’DecoderEncoder



Trends (!)

120

Dall-E 2 (OpenAI)

Latent Diffusion Stable Diffusion (StabilityAI)

Open sourced, Aug. 2022

=>

Paid access with API, Sep. 2022Imagen (Google)

Paid access with ChatGPT+, Oct. 2023

Dall-E 3 (OpenAI)



Diffusion models

121
J. Ho et al. Denoising diffusion probabilistic models. NeurIPS 2020

https://proceedings.neurips.cc/paper/2020/file/4c5bcfec8584af0d967f1ab10179ca4b-Paper.pdf


Diffusion models

122P. Dhariwal and A. Nichol. Diffusion Models Beat GANs on Image Synthesis. NeurIPS 2021

• “We can sample with as few as 25 forward passes while maintaining 
FIDs comparable to BigGAN”

https://arxiv.org/pdf/2105.05233.pdf


Latent diffusion models (aka Stable Diffusion)

123
R. Rombach et al. High-Resolution Image Synthesis with Latent Diffusion Models. CVPR 2022

• Trained on a 2B subset of LAION5B dataset (crawl of the internet) 
• Unconditional image synthesis, inpainting, stochastic super-resolution. General-purpose conditioning: 

class-conditional, text-to-image, layout-to-image…

x x1 x2 zx0 … x0… x̂1x̂T−1 x’DecoderEncoder

4x64x64 latent

1k steps during training, 50 steps at test time

https://arxiv.org/pdf/2112.10752.pdf


124
R. Rombach et al. High-Resolution Image Synthesis with Latent Diffusion Models. CVPR 2022

Latent diffusion models (aka Stable Diffusion)

https://arxiv.org/pdf/2112.10752.pdf


Further reading

125

https://arxiv.org/pdf/2208.11970.pdf

https://arxiv.org/pdf/2208.11970.pdf


https://lilianweng.github.io/posts/
2021-07-11-diffusion-models/

Fig. from Murphy 2023, adapted from

Other Generative 
Models

*

*

*

https://lilianweng.github.io/posts/2021-07-11-diffusion-models/
https://lilianweng.github.io/posts/2021-07-11-diffusion-models/


Agenda
1. Generative neural networks 

• VAE: Variational autoencoders 
• GAN: Generative adversarial networks 
• Diffusion models 
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• Text-to-image retrieval 
• Text-to-image generation 
• Image captioning
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Vision & Language: Tasks

128

Text-to-image 
retrieval

Rank/search in an image galleryA photo of 
a tent at 
sunrise

Text-conditioned 
image generation

A photo of 
a tent at 
sunrise

A photo of 
a tent at 
sunrise

Captioning Visual Question 
Answering

What is behind 
the tent?

Mountains



Vision & Language: Tasks
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Text-to-image 
retrieval

Rank/search in an image galleryA photo of 
a tent at 
sunrise

Text-conditioned 
image generation

A photo of 
a tent at 
sunrise

A photo of 
a tent at 
sunrise

Captioning Visual Question 
Answering

What is behind 
the tent?

MountainsImage in, 

text out

Text in
, 

Image out

Text in
, 

embedding out

Image in, 

embedding out

Image & text in
, 

text out



Before: 
One architecture per field



Credit: Lucas Beyer

https://docs.google.com/presentation/d/1ZXFIhYczos679r70Yu8vV9uO6B1J0ztzeDxbnBxD1S0/edit#slide=id.g13dd67c5ab8_0_70


After: 
Unified architecture for all input types  

(Transformers)



Credit: Lucas Beyer

https://docs.google.com/presentation/d/1ZXFIhYczos679r70Yu8vV9uO6B1J0ztzeDxbnBxD1S0/edit#slide=id.g13dd67c5ab8_0_70


Agenda
1. Generative neural networks 

• VAE: Variational autoencoders 
• GAN: Generative adversarial networks 
• Diffusion models 

2. Vision & language 
• Text-to-image retrieval 
• Text-to-image generation 
• Image captioning

134



Text-image retrieval

135135

Text-to-image 
retrieval

Rank/search in an image galleryA photo of 
a tent at 
sunrise

Image-to-text 
retrieval

Tent Sun Mountain Grass Dog Cat

Rank/search in a text gallery (Can classify if converting 
class labels to text !)



Text-image retrieval: training

136136

Tent at 
sunrise

Camp at 
sunrise

Tent at 
sunrise 
in snow

Tent at 
night

Sunrise 
on the 
sea

Sailing 
boat

I1 I2 I3 I4 I5 I6

T1 T2 T3 T4 T5 T6

Training data: Text-image pairs (Ti, Ii)
Goal: Learn a joint embedding space

I1

T1 T2

I2



Text-image retrieval: training

137137

Tent at 
sunrise

Camp at 
sunrise

Tent at 
sunrise 
in snow

Tent at 
night

Sunrise 
on the 
sea

Sailing 
boat

I1

I2

I3

I4

I5

I6
T1 T2 T3 T4 T5 T6



Text-image retrieval: training

138138

Tent at 
sunrise

Camp at 
sunrise

Tent at 
sunrise 
in snow

Tent at 
night

Sunrise 
on the 
sea

Sailing 
boat

I1

I2

I3

I4

I5

I6



Text-image retrieval: training
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Tent at 
sunrise

Camp at 
sunrise

Tent at 
sunrise 
in snow

Tent at 
night

Sunrise 
on the 
sea

Sailing 
boat

I1

I2

I3

I4

I5

I6
T1 T2 T3 T4 T5 T6

[Radford et al., CLIP, ICML 2021]

Contrastive objective: 
in a batch of N image-text pairs, 
classify each text to the correct image 
and vice versa

(aka InfoNCE loss)

https://arxiv.org/pdf/2103.00020.pdf
https://arxiv.org/pdf/1807.03748.pdf


Contrastive Language-Image Pretraining (CLIP)

140Radford et al., Learning Transferable Visual Models From Natural Language Supervision, ICML 2021 https://openai.com/blog/clip/

https://arxiv.org/pdf/2103.00020.pdf
https://openai.com/blog/clip/
https://openai.com/blog/clip/
https://openai.com/blog/clip/


CLIP: Details

141

• Image encoders  
• ResNet-50 with self-attention layer on top of global average pooling 

• Vision transformer (ViT) 

• Text encoder: GPT-style transformer with 63M parameters 

• Dataset: 400M image-text pairs from the Web

Radford et al., Learning Transferable Visual Models From Natural Language Supervision, ICML 2021 https://openai.com/blog/clip/

https://arxiv.org/pdf/2103.00020.pdf
https://openai.com/blog/clip/
https://openai.com/blog/clip/
https://openai.com/blog/clip/


Remember last week: Efficient search

142

• Approximate nearest neighbor search if the gallery size is millions.

FAISS Library: https://github.com/facebookresearch/faiss

https://github.com/facebookresearch/faiss


Agenda
1. Generative neural networks 
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• Diffusion models 
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• Text-to-image generation 
• Image captioning
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Latent diffusion models (aka Stable Diffusion)

144
R. Rombach et al. High-Resolution Image Synthesis with Latent Diffusion Models. CVPR 2022

x x1 x2 zx0 … x0… x̂1x̂T−1 x’DecoderEncoder

4x64x64 latent

1k steps during training, 50 steps at test time

• Demo: https://huggingface.co/spaces/stabilityai/stable-diffusion

https://arxiv.org/pdf/2112.10752.pdf
https://huggingface.co/spaces/stabilityai/stable-diffusion


R. Rombach et al. High-Resolution Image Synthesis with Latent Diffusion Models. CVPR 2022

spiderman in parisian street

https://arxiv.org/pdf/2112.10752.pdf


R. Rombach et al. High-Resolution Image Synthesis with Latent Diffusion Models. CVPR 2022

three tigers on the beach

https://arxiv.org/pdf/2112.10752.pdf


R. Rombach et al. High-Resolution Image Synthesis with Latent Diffusion Models. CVPR 2022

a classroom full of students 
asking questions

https://arxiv.org/pdf/2112.10752.pdf


DALL-E-2

148
A. Ramesh et al. Hierarchical text-conditional image generation with CLIP latents. 2022

https://cdn.openai.com/papers/dall-e-2.pdf


DALL-E-2

149

“A closeup of a handpalm 
with leaves growing from it.”



DALL-E-2

150

“Vibrant portrait painting of 
Salvador Dali with a robotic 
half face”



Imagen

151C. Sharia et al. Photorealistic Text-to-Image Diffusion Models with Deep Language Understanding. NeurIPS 2022

“We discover that large frozen language models trained only on text data are surprisingly very 
effective text encoders for text-to-image generation, and that scaling the size of frozen text encoder 
improves sample quality significantly more than scaling the size of image diffusion model”

https://arxiv.org/abs/2205.11487


Imagen

152

Cascade of conditional 
diffusion models

C. Sharia et al. Photorealistic Text-to-Image Diffusion Models with Deep Language Understanding. NeurIPS 2022

https://arxiv.org/abs/2205.11487


DALL-E-3

153Betker et al. Improving Image Generation with Better Captions. 2023

“Classroom full of students”

https://cdn.openai.com/papers/dall-e-3.pdf


DALL-E-3

154Betker et al. Improving Image Generation with Better Captions. 2023

“For DALL-E 3, we trained our own diffusion decoder on top of the latent space learned by the VAE trained by Rombach et al. (2022). We 
found that using a diffusion decoder here provided marked improvements to fine image details, for example text or human faces.”

“People dancing”

https://cdn.openai.com/papers/dall-e-3.pdf


DALL-E-3

155Betker et al. Improving Image Generation with Better Captions. 2023

“Photo of 
Paris”

Car or boat?

Street or river?

https://cdn.openai.com/papers/dall-e-3.pdf


DALL-E-3DALL-E-2DALL-E

Stable Diffusion Imagen

VQ-VAE + Transformers Diffusion + CLIP latents Latent Diffusion + Better captions + 
Other undocumented improvements

Latent Diffusion Cascaded Diffusion
Dec 2021 / Aug 2022 (CVPR’22) May 2022 (NeurIPS’22)

Apr 2022
Oct 2023

[DALL-E] A. Ramesh et al., Zero-Shot Text-to-Image Generation, ICML 2021

Feb 2021 (ICML’21)

[DALL-E-2] A. Ramesh et al. Hierarchical text-conditional image generation with CLIP latents. 2022

[DALL-E-3] Betker et al. Improving Image Generation with Better Captions. 2023

[StableDiffusion] R. Rombach et al. High-Resolution Image Synthesis with Latent Diffusion Models. CVPR 2022

[Imagen] C. Sharia et al. Photorealistic Text-to-Image Diffusion Models with Deep Language Understanding. NeurIPS 2022

…

… …

……

https://arxiv.org/pdf/2102.12092.pdf
https://cdn.openai.com/papers/dall-e-2.pdf
https://cdn.openai.com/papers/dall-e-3.pdf
https://arxiv.org/pdf/2112.10752.pdf
https://arxiv.org/abs/2205.11487
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• Text-to-image generation 
• Image captioning
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Parenthesis: 
(Language Models



(Large) Language models (LLMs)

159

[GPT-2] Radford, Wu, Child, Luan, Amodei, Sutskever, Language Models are Unsupervised Multitask Learners, 2019

[GPT-3] Brown, Mann, Ryder, Subbiah, … Radford, Sutskever, Amodei, Language Models are Few-Shot Learners, NeurIPS 2020

[GPT] Radford, Narasimhan, Salimans, Sutskever, Improving Language Understanding by Generative Pre-Training, 2018

Before: RNNs, Supervised                                                            GPT: Transformers, Unsupervised

175 billion parameters, 10x more than any previous non-sparse language model, trained on 400B tokens from CommonCrawl data

1.5B parameter Transformer  + a new dataset of millions of webpages (WebText), SOTA zero-shot results on 7/8 datasets, still underfits WebText

[BERT] Devlin, Chang, Lee, Toutanova, BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding, NAACL 2019

Before: Autoregressive encoder-decoder generation                   BERT: Non-autoregressive, encoder-only, masked modeling

[T5] Raffel, Shazeer, Roberts, Lee, Narang, Matena, Zhou, Li, Liu, Exploring the Limits of Transfer Learning with a Unified Text-to-Text 
Transformer, JMLR 2020.

11 billion parameters, survey-like controlled study, CommonCrawl data

[GPT-4] [LlaMa] [LlaMa-2] …

https://d4mucfpksywv.cloudfront.net/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
https://arxiv.org/pdf/2005.14165.pdf
https://s3-us-west-2.amazonaws.com/openai-assets/research-covers/language-unsupervised/language_understanding_paper.pdf
https://arxiv.org/pdf/1810.04805.pdf
https://arxiv.org/pdf/1910.10683.pdf
https://arxiv.org/pdf/1910.10683.pdf


(Large) Language models (LLMs)

160

[GPT-2] Radford, Wu, Child, Luan, Amodei, Sutskever, Language Models are Unsupervised Multitask Learners, 2019

[GPT-3] Brown, Mann, Ryder, Subbiah, … Radford, Sutskever, Amodei, Language Models are Few-Shot Learners, NeurIPS 2020

[GPT] Radford, Narasimhan, Salimans, Sutskever, Improving Language Understanding by Generative Pre-Training, 2018

Before: RNNs, Supervised                                                            GPT: Transformers, Unsupervised

175 billion parameters, 10x more than any previous non-sparse language model, trained on 400B tokens from CommonCrawl data

1.5B parameter Transformer  + a new dataset of millions of webpages (WebText), SOTA zero-shot results on 7/8 datasets, still underfits WebText

[BERT] Devlin, Chang, Lee, Toutanova, BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding, NAACL 2019

Before: Autoregressive encoder-decoder generation                   BERT: Non-autoregressive, encoder-only, masked modeling

[T5] Raffel, Shazeer, Roberts, Lee, Narang, Matena, Zhou, Li, Liu, Exploring the Limits of Transfer Learning with a Unified Text-to-Text 
Transformer, JMLR 2020.

11 billion parameters, survey-like controlled study, CommonCrawl data

[GPT-4] [LlaMa] [LlaMa-2] …

Mostly unsupervised, 
e.g., next word 

prediction

Models & data 
getting bigger

Transformers

https://d4mucfpksywv.cloudfront.net/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
https://arxiv.org/pdf/2005.14165.pdf
https://s3-us-west-2.amazonaws.com/openai-assets/research-covers/language-unsupervised/language_understanding_paper.pdf
https://arxiv.org/pdf/1810.04805.pdf
https://arxiv.org/pdf/1910.10683.pdf
https://arxiv.org/pdf/1910.10683.pdf


[GPT-3] Brown, Mann, Ryder, Subbiah, Kaplan, … Radford, Sutskever, Amodei, Language Models are Few-Shot Learners

(a) Datasets used to train GPT-3

(b) Total Compute Used During Training

“Datasets for language models have rapidly expanded, culminating 
in the Common Crawl dataset [RSR+19] constituting nearly a trillion 
words. This size of dataset is sufficient to train our largest models 
without ever updating on the same sequence twice.”

https://arxiv.org/pdf/2005.14165.pdf


[GPT-3] Brown, Mann, Ryder, Subbiah, Kaplan, … Radford, Sutskever, Amodei, Language Models are Few-Shot Learners

https://papers.nips.cc/paper_files/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Review.html
Reviews of the GPT-3 paper

Improvements … not that surprising … mainly because 
… more training data/parameters/computing resources. 
… an empirical paper with huge engineering efforts although not novel per se (i.e. GPT-2), 

… can have a big impact

https://arxiv.org/pdf/2005.14165.pdf
http://www.apple.com/uk
https://papers.nips.cc/paper_files/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Review.html


Parenthesis Closed: 
Language Models)



Image Captioning: Image in, Text out

164Mokady et al., ClipCap: CLIP Prefix for Image Captioning, arXiv 2021

https://arxiv.org/pdf/2111.09734.pdf


ClipCap: CLIP Prefix for Image Captioning

165Mokady et al., ClipCap: CLIP Prefix for Image Captioning, arXiv 2021

https://arxiv.org/pdf/2111.09734.pdf


ClipCap: CLIP Prefix for Image Captioning

166

• Demo: https://huggingface.co/spaces/akhaliq/CLIP_prefix_captioning

Mokady et al., ClipCap: CLIP Prefix for Image Captioning, arXiv 2021

https://huggingface.co/spaces/akhaliq/CLIP_prefix_captioning
https://arxiv.org/pdf/2111.09734.pdf


BLIP

167Li et al., BLIP: Bootstrapping Language-Image Pre-training for Unified Vision-Language Understanding and Generation, ICML 2022

CaptioningRetrieval Matching

Retrieval + Captioning

https://arxiv.org/pdf/2201.12086.pdf


BLIP-2

168

Retrieval + Captioning with “Q-Former” architecture

Captioning
Retrieval

Matching

Stage 1 training (similar to BLIP-1): vision-text representation learning

Li et al., BLIP-2: Bootstrapping Language-Image Pre-training with Frozen Image Encoders and Large Language Models, ICML 2023

https://arxiv.org/pdf/2301.12597.pdf


BLIP-2

169Li et al., BLIP-2: Bootstrapping Language-Image Pre-training with Frozen Image Encoders and Large Language Models, ICML 2023

Retrieval + Captioning with “Q-Former”

Stage 2 training with a frozen LLM to generate text

https://arxiv.org/pdf/2301.12597.pdf


BLIP1 & BLIP2 Training Data
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Li et al., BLIP: Bootstrapping Language-Image Pre-training for Unified Vision-Language Understanding and Generation, ICML 2022
Li et al., BLIP-2: Bootstrapping Language-Image Pre-training with Frozen Image Encoders and Large Language Models, ICML 2023

Similar to CLIP 
129M image-text pairs 
with automatic captioning + filtering 

• Visual Genome 
• CC3M* 
• CC12M* 
• COCO 
• LAION400M (115M)* 
• SBU*

*web datasets

https://arxiv.org/pdf/2201.12086.pdf
https://arxiv.org/pdf/2301.12597.pdf


Bonus: VQA in 1 slide

Vision & language 
• Text-to-image retrieval 
• Text-to-image generation 
• Image captioning 
• Visual question answering (VQA)
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“Given annotated VQA data, we finetune the parameters of the Q-Former and the image encoder while keeping the LLM frozen. …
LLM receives Q-Former’s output and the question as input, and is asked to generate the answer.
In order to extract image features that are more relevant to the question, we additionally condition Q-Former on the question.”

BLIP2 for Visual Question Answering

QuestionQuestion

<Question: {} Answer:>

(a) Zero-shot (no finetuning for VQA)

(b) Finetuning for VQA

Finetune
Finetune

Li et al., BLIP-2: Bootstrapping Language-Image Pre-training with Frozen Image Encoders and Large Language Models, ICML 2023

https://arxiv.org/pdf/2301.12597.pdf


Bonus: Examples from our works
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Retrieval tasks
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Text Queries for Search: 
https://www.robots.ox.ac.uk/~vgg/research/frozen-in-time/

[Bain, Nagrani, Varol, Zisserman, “Frozen in Time: A Joint Video and Image Encoder for End-to-End Retrieval”, ICCV 2021]

Text

Video

Efficient search with https://github.com/facebookresearch/faiss



Image Queries for Search: 

Don’t know the name ???

Image

Video

Spoiler: Chlorophytum comosum (aka “spider plant”)



Image+Text Queries for Search: 

Image

Video

Text“prune this plant”

Ventura, Yang, Schmid, Varol, CoVR: Learning Composed Video Retrieval from Web Video Captions, 2023

https://arxiv.org/abs/2308.14746


178
Ventura, Yang, Schmid, Varol, CoVR: Learning Composed Video Retrieval from Web Video Captions, 2023

Problem: Data? No annotated image-text-video triplets.

https://arxiv.org/abs/2308.14746


Young man working 
with tablet and

blueprints at his new home

Young man working
with smartphone and

blueprints at his new home

2.5M video-caption pairs

MTG-LLM

Trained with 715 text 
triplet annotations

q

t

v

change tablet for 
smartphone

Mining similar caption pairs &  
Modification text generation (MTG)

WebVid

[“WebVid”, Bain, Nagrani, Varol, Zisserman, ICCV 2021]
Ventura, Yang, Schmid, Varol, CoVR: Learning Composed Video Retrieval from Web Video Captions, 2023

https://arxiv.org/abs/2308.14746


Cascante-Bonilla, Shehada, Smith, Doveh, Kim, Panda, Varol, Oliva, Ordonez, Feris, Karlinsky, 
Going Beyond Nouns With Vision & Language Models Using Synthetic Data, ICCV 2023

Training Data Augmentation with Synthetic Renderings

https://arxiv.org/abs/2303.17590


Cascante-Bonilla, Shehada, Smith, Doveh, Kim, Panda, Varol, Oliva, Ordonez, Feris, Karlinsky, 
Going Beyond Nouns With Vision & Language Models Using Synthetic Data, ICCV 2023

https://arxiv.org/abs/2303.17590


Vision-to-text tasks



Movie Audio Description Generation
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Audio Description (AD) = Narration describing visual elements in the movie to aid the visually impaired 

Movie clip from  `Out of Sight’ (1998) with Audio Description

Han, Bain, Nagrani, Varol, Xie, Zisserman, AutoAD II: The Sequel — Who, When, and What in Movie Audio Description, ICCV 2023

Han, Bain, Nagrani, Varol, Xie, Zisserman, AutoAD: Movie Description in Context, CVPR 2023

https://arxiv.org/abs/2310.06838
https://arxiv.org/abs/2303.16899


“Every Spring, our planet 
is transformed” 
 
 
 
with signs: 

(EVERY; SPRING; OUR; PLANET; 
HAPPEN; WHAT; TRANSFORM)

Sign Language Translation: Video in, Text out

Doesn’t really work yet



Sign Language Transcription (aka Continuous SL Recognition)

Word Error Rate: 25.0

G
T

Pr
ed

G
T

Pr
ed

Subtitle (unused): The majority of sweat is just straightforward water.

Subtitle (unused): We were worried that it might happen again, falling on a primary 
school, someone’s home, or a playground.

Word Error Rate: 
42.9

Raude, Prajwal, Momeni, Bull, Albanie, Zisserman, Varol, A Tale of Two Languages: Large-Vocabulary Continuous Sign Language Recognition from Spoken Language Supervision (WIP)



Text-to-vision tasks



Pickup✦ TEMOS: Text-conditioned synthesis

[Petrovich, Black, Varol. ICCV’21]

[Petrovich, Black, Varol. ECCV’22]

Descriptions

Actions ✦ ACTOR: Action-conditioned synthesis

✦ TEACH: Temporal compositionality for sequential actions
[Athanasiou, Petrovich, Black, Varol. 3DV’22]

Sequence of 
descriptions

M
ot

io
n 

sy
nt

he
sis

 c
on

di
tio

ne
d 

on
:

✦ SINC: Spatial compositionality for simultaneous actionsSet of 
descriptions

[Athanasiou*, Petrovich*, Black, Varol. ICCV’23]

✦ TMR: Text-to-motion retrieval, i.e., CLIP for motion-text
[Petrovich, Black, Varol. ICCV’23]

Motion retrieval

Text-to-3D human motion

A human walking in a 
circle clockwise.

move torso right
put hands on the waist



✦ TMR: Text-to-motion retrieval, i.e., CLIP for motion-text
[Petrovich, Black, Varol. ICCV’23]

Motion retrieval

https://mathis.petrovich.fr/tmr/



Agenda
1. Generative neural networks 

• VAE: Variational autoencoders 
• GAN: Generative adversarial networks 
• Diffusion models 

2. Vision & language 
• Text-to-image retrieval 
• Text-to-image generation 
• Image captioning 
• Bonus: Visual question answering (VQA) 
• Bonus: Examples from our works
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