
Towards Robust OSes for Appliances:
A New Approach Based on Domain-Specific Languages

Gilles Muller, Charles Consel, Renaud Marlet,
Luciano Porto Barreto, Fabrice Mérillon, Laurent Réveillère
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Appliances represent a quickly growing domain that raises new challenges in OS design and develop-
ment. First, new products appear at a rapid pace to satisfy emerging needs. Second, the nature of these
markets makes these needs unpredictable. Lastly, given the competitiveness of such markets, there exists
tremendous pressure to deliver new products. In fact, innovation is a requirement in emerging markets to
gain commercial success.

The embedded nature of appliances makes upgrading and fixing bugs difficult (and sometimes impos-
sible) to achieve. Consequently, there must be a high level of confidence in the software. Additionally, the
pace of innovation requires rapid OS development so as to match ever changing needs of new appliances.

To offer confidence, software must be highly robust. That is, for a given type of appliance, critical
behavioral properties must be determined and guaranteed (e.g., power management must ensure that data
are not lost). Robustness can be provided by mechanisms and/or tools. The ideal approach takes the form of
certification tools aimed at statically verifying critical properties. Such tools avoid the need for a laborious
and error-prone testing process.

To be first in a market requires not only that the testing process be shortened, but the development time
as well. To achieve this goal, three strategies are needed: re-use of code to rapidly produce a new product by
assembling existing building blocks, factorization of expertise to capitalize on domain-specific experience,
and open-endedness of software systems to match evolving functionalities and hardware features.

In this paper, existing OS approaches are assessed with respect to the requirements raised by appliances.
The limitations of these approaches are analyzed and used as a basis to propose a new approach to designing
and structuring OSes for appliances. This approach is based on Domain-Specific Languages (DSLs), and
offers rapid development of robust OSes. We illustrate and assess our approach by concrete examples.

1 Existing OS Approaches

An OS (or an OS sub-system) conventionally consists of two levels: mechanisms and policies. Mecha-
nisms can take the form of libraries [7] or abstract machines [8]. Policies correspond to algorithms based on
mechanisms. Ideally, a policy should be implemented as code gluing mechanisms together. In practice, the
separation between these two levels is not systematically achieved. This lack of separation makes it difficult
to understand and reason about the behavior of the OS, which, in turn, compromises robustness. Further-
more, such a blurred separation makes it hard to identify building blocks which causes poor code re-use.
Also, because building blocks are not clearly exposed, code expertise cannot be fully exploited. Factorizing
expertise is made even harder by the use of a general-purpose, usually low-level, programming language
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which does not make domain-specific knowledge explicit. This situation puts limitations on robustness,
code re-use, and OS expertise. Let us examine each of these limitations in turn.

1.1 Limited Robustness

OS designers have traditionally limited their view of robustness to isolation of system components. In
this view, a component may consist of both a policy and its associated mechanisms, or it may represent a
single policy, or a set of related mechanisms. Component isolation is implemented by boundary protection
relying on hardware capabilities (e.g., MMU) or code instrumentation [23]. Another approach is to use
high-level, type-safe language that guarantees correct memory access; examples include Modula-3 used
in Spin [3] and ML used in the Fox Net [9]. However, the compilation technology for such languages is
at a level where the performance of generated code does not yet compare to the code produced by a C
compiler. Furthermore, developing an OS requires low-level expressiveness, not covered by a high-level
language (e.g., manipulation of raw data). This situation often necessitates additional work in programming
languages to develop various extensions [9].

Recently, a static approach aimed at verifying predefined safety rules of binary code has been proposed
by Necula and Lee [15]. In addition to being static, their approach goes beyond memory isolation. For
example, it enables one to verify the quantity of resources used by a program. Its main limitation is that it
assumes that programs are written in a general-purpose language; thus, some properties of interest may be
undecidable in general. To circumvent this problem, programmer assistance is required at various stages.

Microsoft has proposed a tool to improve driver quality which combines static and dynamic strategies
to expose driver errors. These strategies include allocation fault injection and parameter verification [1].

The common limitation of the above approaches is that they do not assume a software architecture where
separation between mechanisms and policies is explicit; as a result, no specific reasoning strategy can be
applied to either layer.

1.2 Limited Code Re-Use

The software architecture of a system also plays a key role in code re-use. Structuring a software system
in terms of components is now a well-recognized strategy to achieve code reuse. Notably, in the OS field,
this structuring technique has lead to micro-kernel architectures [2, 13, 18]. In a micro-kernel architecture,
each component (or server) corresponds to a domain boundary. However, communication across a domain
introduces overhead. Because the software components are directly mapped into protected entities, their
granularity impacts system performance. The OS architect thus faces the dilemma between defining fine-
grain components to expose code re-use opportunities and introducing coarse-grain components to optimize
performance. As shown by the Workplace project at IBM, a compromise cannot necessarily be reached [6].

Recently, several research projects have aimed at developing extensible OSes [3, 5]. Such OSes do not
rely on hardware protection boundaries; instead, they use either strongly-typed languages [11] or software-
fault isolation [23]. Extensible kernels consist of fine-grain components which enable low-level function-
alities to be exposed. This system architecture drastically improve code re-use. Although extensible OSes
provide an effective solution to code re-use, they do not address expertise re-use. In fact, low-level kernel
mechanisms require detailed expertise, which does not necessarily correspond to the skills of the industry
programmer.

1.3 Limited Expertise Re-Use

Even when mechanisms have been defined at an appropriate level and granularity, expertise is still required
to implement policies. Indeed, kernel mechanisms are often highly parameterized to cover a large set of
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needs, and are also poorly documented. Any incorrect invocation likely leads to unexpected behavior.
For example, no requirements on resource allocations are made explicit such that resource leaks can be
prevented. Furthermore, the combination of several mechanisms must follow precise rules that are rarely
explicitly documented.

This situation requires the policy programmer to master the kernel mechanisms. This expertise can,
unfortunately, only be gained by careful examination of the source code and laborious debugging. In fact,
few programmers reach a sufficient level of expertise so as to rapidly develop correct kernel code. In the
context of appliances, the variety of products increases the demand for such experts. Finally, the lack of
tools to assist developers in verifying mechanism usage makes the demand for experts even more critical.

1.4 Limited Extensibility

Appliances typically form a family of products that evolve over time. Even when expertise has been gained
during a product’s development, turn-over is so high in the computer industry that this expertise may not be
retained. As a result, new product generations may require the same expertise to be re-acquired.

Besides expertise, extensibility critically depends on the OS architecture. Specifically, if the building
blocks have not been clearly staged, policies and mechanisms may be intertwined. As a result, it becomes
difficult to extend either mechanisms or policies. Finally, existing approaches to extending OSes enable new
components to be added via modules or servers [3, 18]. However, other than memory protection, they do not
offer any guarantees regarding the behavior of the added components. This limitation can have disastrous
consequences considering the widespread nature of appliances.

2 A New Approach Based on Domain-Specific Languages

The common thread of our approach to designing OSes is Domain-Specific Languages (DSLs) [12]. In this
approach, a DSL is developed for each family of sub-systems.

An overview of our approach. A DSL consists of two distinct parts: an abstract machine and a compiler
from the DSL to the abstract machine. This structure enforces a two-level design: policies are written in
the DSL, while the abstract machine is directly mapped into mechanisms. The two-level approach forces
the designer to stage the design issues: the first step is aimed at characterizing the policies needed for the
target sub-system family; the second step consists of determining the mechanisms that are common to these
policies. The library of mechanisms is then used to define the abstract machine.

This policy characterization defines the program patterns needed to express the policies of interest. In
addition, properties that are critical to the family of sub-systems are identified (e.g., termination, resource
allocation, . . . ). Both program patterns and properties are used to design a language dedicated to writing
the target policies. Program patterns suggest specific syntactic abstractions, while properties lead to specific
language restrictions that make the properties decidable. The latter feature contrasts with General Purpose
Languages (GPLs) where expressiveness is traded for verification. Importantly, the development of a new
DSL rarely means the introduction of a brand new syntax. Rather, this process usually consists of restricting
an existing language and adding domain-specific constructs and values.

Besides improving robustness, a DSL can also be used to expose information that can trigger domain-
specific optimizations. For example, a parameter passed across layers need not be copied if the language
guarantees that a policy only reads it; such optimizations are performed by the Flick IDL compiler [4].
Finally, our experience has shown that the restricted nature of DSLs drastically improves the development
time of compilers, reduces the number of concepts to treat, and enables the production of high-quality code.
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Our DSLs. Our approach has been carried out in practice on two families of sub-systems: device drivers
and active networks.

The device driver study has lead to the design and implementation of two languages GAL [22, 17] and
Devil [14]. GAL specifically targets graphics cards; from a high-level specification a compiler generates a
complete device driver. Devil covers all types of devices and can be seen as an IDL for hardware program-
ming; from a device specification the compiler generates low-level code to operate the device. Both DSLs
offer high-level abstractions to overcome the intricacies of interaction with hardware, such as error-prone bit
manipulations. They enable critical properties on device specifications to be verified; for example, writing
a Devil specification is up to 5.9 times less prone to errors than writing equivalent C code [17]. Also, they
drastically improve productivity; for example, a GAL specification is 10 times smaller than the correspond-
ing X11 C driver. Finally, both GAL and Devil have demonstrated that DSLs can compete with equivalent
C code [14, 22].

Our study of active networks [24] has lead to the development of a DSL called PLAN-P [20, 21].
This DSL allows application-specific protocols to be written and dynamically deployed on both routers and
terminal equipment such as appliances. A network infrastructure is a shared resource, therefore application-
specific protocols must be well-behaved. Consequently, PLAN-P has been designed such that properties
guaranteeing the network safety be preserved (e.g., termination, linear packet duplication, . . . ). In practice,
protocol implementations in PLAN-P have been shown to be 3 times smaller than and as efficient as the
equivalent C code [20, 21].

Let us now examine in detail in what ways a DSL-based approach improves robustness, code re-use, and
OS expertise.

2.1 Improved Robustness

The explicit separation between mechanisms and policies enforced by the DSL approach enables specific
reasoning about each level. Indeed, unlike GPLs, the expressiveness of a DSL is defined such that only
well-behaved policies can be written. Compilation of policies address both static and dynamic verification
of mechanism usage (i.e., abstract machine usage). Statically, the compiler ensures that mechanisms are
invoked with proper parameters and follow precise usage rules. If the DSL designer considers that a partic-
ular static verification places too large a burden on the language’s expressiveness, dynamic checks can be
emitted by the compiler. For example, in Devil enumerated types permit to precisely define the set of valid
commands over a register. Run-time assertions (in a debug mode) enforce correct usage of the generated
interfaces by the C programmer.

As a result, since the verification of DSL programs is intrinsic to the language design, the robustness of
policies can be certified. In fact, these guarantees make DSLs a key technology for an innovation-intensive
domain such as appliances.

2.2 Improved Code Re-Use

Code re-use is also intrinsic to our approach since a DSL, and its associated abstract machine, target a
specific family of sub-systems. The common building blocks are clearly identified, and their use in imple-
menting a policy is guaranteed by the DSL compiler. This process ensures full re-use of code, in contrast
with libraries where re-use depends on programmer knowledge.

In traditional OS, improving re-use consists of opening mechanisms at a low level to enable a large
variety of policies to be defined. As the mechanisms expose lower level functionalities, the programmer
needs to introduce more glue code to set up the appropriate invocation context. In the context of DSLs, the
level at which mechanisms are exposed is not an issue anymore, because it is the compiler that generates the
code to set up the invocation context.
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2.3 Improved Expertise Re-Use

As we have discussed previously, expertise on low-level mechanisms can be gained as appliances are devel-
oped. However, this expertise is not made explicit and can be lost as programmers change assignments. In
our approach, expertise, in the form of implementation knowledge and safety rules, is captured by the DSL
compiler. Accordingly, programmers need not to be domain experts. In practice, the DSL compiler corre-
sponds to an expertise repository. As an example, our current PLAN-P run-time system relies on Solaris
streams library which is known to be difficult and error-prone to use. The PLAN-P compiler fully hides this
complexity from the programmer. In fact, non kernel-expert students have been able to develop PLAN-P
protocols within a day.

The DSL approach represents a framework for policy development: it enables the programmer to focus
on a policy algorithm and abstracts away implementation details. As a result, more attention is devoted to
the functionalities of policies. In addition, experimenting with policies and tuning them become easier.

2.4 Improved Extensibility

The two-level design enforced by the DSL approach allows extensions to be made at two conceptual levels:
policies and mechanisms. Extensions at the policy level are characterized by the DSL syntax and property
verification. Extensions at the mechanism level can be achieved by changing the abstract machine imple-
mentation.

Active networks represent an outstanding example of an extensible system: protocols are dynamically
deployed on a heterogeneous infrastructure (e.g., routers, workstations, and appliances). Our work on
PLAN-P not only enables protocols to be introduced as policies, but it also allows different abstract ma-
chine implementations to be developed on various hardware platforms.

3 Conclusion

We have proposed a methodology to design and implement a new generation of OSes for quickly evolving
domains such as appliances. Developing OSes for such domains puts tremendous stress on robustness, code
re-use, expertise re-use and extensibility. We have showed how the DSL approach represents a new solution
to these issues. Our DSL approach has been validated on various families of sub-systems. These DSLs have
successfully addressed these issues without a loss of efficiency.

Our goal is to systematize the use of DSLs to design and develop an embedded OS from scratch. In
this new OS, each service will be captured by a DSL. We are currently analyzing families of sub-systems to
determine the critical properties of each domain. In a future stage, we plan to conduct comparative studies
with existing embedded OSes to assess the benefits and drawbacks of our approach.
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